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ABSTRACT. The regularity method was pioneered by Szemerédi for graphs and is an important
tool in extremal combinatorics. Over the last two decades, several extensions to hypergraphs
were developed which were based on seemingly different notions of quasirandom hypergraphs.
We consider the regularity lemmata for 3-uniform hypergraphs of Frankl and R6dl and of

Gowers, and present a new proof that the concepts behind these approaches are equivalent.

§1 INTRODUCTION

Szemerédi [12] introduced the regularity method for graphs, which became an important
tool in extremal graph theory. The regularity lemma asserts that every large graph G = (V| E)
can be approximated by a bounded number of quasirandom bipartite subgraphs that are
induced by a partition of V. This approximation allows the use of results on quasirandom
graphs for the analysis of G, which is a key feature in the success of the regularity method.

Szemerédi’s regularity lemma was extended from graphs to k-uniform hypergraphs by Rodl
et al. [2,7,11] and Gowers [3,4]. For a fixed k-uniform hypergraph H = (V| E), these regularity
lemmata provide well-structured partitions P of V*~1) = {X < V: |X| = k — 1} where for
most edges e € E, the hypergraph H is quasirandom on the unique family of classes from P,
each containing a (k — 1)-element subset from e. By quasirandom, we follow either uniform
edge distribution [2,7,11] or deviation [3,4].

For graphs it is well known that both concepts are equivalent quasirandom properties and
for 3-uniform hypergraphs a similar equivalence was obtained in joint work with Poerschke [5].
The proof from [5] invokes two applications of the hypergraph regularity lemma. Here, we

present a conceptually simpler proof using a single application of the regularity lemma.
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1.1. Quasirandom bipartite graphs. We begin our discussion with the notion of quasiran-
domness that is central to Szemerédi’s regularity lemma. For e > 0 and d € [0, 1], we say a
bipartite graph G = (X v Y, E) is (g, d)-regular if all subsets X' € X and Y’ € Y satisfy

|e(X",Y") = d|X|[Y]| < e |[X[]Y], (1)

where e(X’,Y’) denotes the number of edges between X’ and Y’. Note that (1) ensures a
fairly uniform edge density across the large induced bipartite subgraphs of GG, which is a
property holding almost surely in the binomial random bipartite graph.
The second notion of quasirandomness considers induced subgraphs on only four vertices.
For 6 > 0 and d e [0,1], we say G = (X v Y, E) is (0, d)-conformant™ if
Y 2 1 feateny) <SIXPIYP,
z0,21€X yo,y1€Y \,pue{0,1}

where fgq: X xY — [—1,1] is the d-shifted indicator of E given by

faa(z,y) =1z, y) —d.

Note that when d = d(X,Y) is the density of G above, fg 4 sums to 0 over X x Y.
The aforementioned equivalence is made precise by the following two statements:
(7) For all d € [0,1] and £ > 0, there exists § > 0 such that every (9, d)-conformant
bipartite graph is (g, d)-regular.
(7) For all d € [0,1] and 6 > 0, there exists € > 0 such that every sufficiently large
(¢, d)-regular bipartite graph is (6, d)-conformant.
We briefly sketch the well known proofs of (7) and (ii).
The proof of the implication in (7) starts with the identity
(XY =d|X|[Y| = >, D) foalw,y) = D) > Txo(@)lyi(y) foalz, y) .-
zeX’ yey” 2eX yey
With two applications of the Cauchy—Schwarz inequality, to separate the indicator functions
involving vertices from X and from Y, one can show that
e(X YY) —dIXY[F < X PR Y Y T feat@nw)
20,21€X yo,y1€Y A ue{0,1}
and the (g, d)-regularity follows from the assumed (4, d)-conformity when § < ?
The proof of implication (i) makes use of the following bounds (see (2) below) on the
number of induced copies of subgraphs of the 4-cycle Cy = K5 5. Let F' be a spanning subgraph

*We remark that this concept is often called deviation. However, referring to such well-behaved graphs as

(9, d)-deviant seemed to be a mismatch and that is why we chose a different name here.
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of Ko with vertex partition {zo, 1} w {yo,71}. We say a function ¢: V(F) — V(G) is an
induced homomorphism when xy € E(F) if, and only if, p(z)¢(y) € E(G). If in addition, ¢
satisfies p(xg), p(x1) € X and ¢(y), p(y1) € Y, then ¢ is a partite induced homomorphism
of F'into G, and we denote the number of such homomorphisms by ihom(F, G).

If G =(XvY, Eg)is an (e,d)-regular bipartite graph, then the counting lemma for graphs
implies

(ihom(F, G) — dEIN1 — ) EEN X PV < 4e | XP|Y 2 (2)

The proof of (i) then follows immediately for ¢ < 6/64 from the identity

Z Z H faa(Ta, yu) = Z (1 — d)EEN—a@)*=1EOlihom(F, G) .
z0,21€X Yo,y1€Y A\,ue{0,1} FcCy
by 16 applications of (2), one for every labeled spanning subgraph F' < K55, and by appealing

to the binomial theorem.

1.2. Quasirandom tripartite hypergraphs. We continue the discussion above for 3-
uniform hypergraphs. In the context of the 3-uniform hypergraph regularity lemma, we
consider 3-partite 3-uniform hypergraphs H = (V, Ey), where Ey is a subset of the triangles
of an underlying graph G = (V, Eg) on the same vertex set V. To make this precise, we
denote by IC3(G) the set of triples of vertices, which span a graph triangle K3 in G. We say
that G = (V, Eg) underlies H = (V, Ey) when Ey < K3(G). Also, for a subgraph J € G, we
write Eg(J) = Eng n K3(J) for the set of hyperedges matching triangles of J, and we set

en(J) = |En n Ks(J)|.

The following notion of a compler plays a similar role in the hypergraph regularity lemma as

a bipartite graph does in the graph regularity lemma.

Definition 1.1 (complex). For all reals s, dy > 0 and every n € N, an (g9, ds, n)-complex
H=((X,Y,Z),G, H) is a triple satisfying the following properties:
(a) X, Y, and Z are pairwise disjoint vertex sets with | X| = |Y| = |Z| = n;
(b) G =(XwYuwZ, Eg) is a 3-partite graph where each of the induced bipartite subgraphs
G[X,Y], G[X, Z], and G[Y, Z] is (e2, d2)-regular;
(¢) H=(XwY wZ FEy)is a 3-uniform hypergraph which G underlies, i.e., Ey < K3(G).

More simply, we refer to G as a triad and H as a complex.

We now introduce analogues of reqularity and conformity for complexes.
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Definition 1.2 (regular complex). Let H = ((X,Y, Z),G, H) be an (g3, d2, n)-complex. For
g3 > 0 and d3 € [0, 1], we say H is (g3, ds)-regular if all subgraphs J < G satisfy

{GH(J) — d3 ‘Kg(J)H < £3 - d§n3 .

In Definition 1.2, the quantity din® approximates the number of triangles of G (cf. (b) of

Definition 1.1). Similarly, the quantity d3?n® below approximates the number of Kj52's.

Definition 1.3 (conformant complex). Let H = ((X,Y, Z),G, H) be an (e, d2, n)-complex.
For 3 > 0 and ds € [0, 1], we say H is (93, d3)-conformant if

Z Z Z H f?—[,d3 (I‘)\, Y Zy) < 53 : d§2n6 ,

xo,leX y(),y1€y Zo,zlez )\,u,ue{o,l}

where fya,: X xY x Z — [—1,1] is defined by
f’H,d:s (I’, Y, Z) = ]1-/C3(G')<x7 Y, Z) ' (]lEH (I7 Y, Z) - d3) . (3)

Note that when d3 is the relative density of H

en (G) ;
a|c) = { e TG 22

0, otherwise,
then fy 4, sums to 0 over X x Y x Z.
It was proven in [5] that Definitions 1.2 and 1.3 are equivalent. We will give an alternative

proof of this equivalence. First, we will show that conformity implies regularity.

Proposition 1.4. For all d3, ds, ds > 0, there exists e > 0 so that the following holds for
alln e N. If H is a (03, ds)-conformant (g4, do, n)-complex, then H is ((265)"/%, d3)-reqular.

Proposition 1.4 follows from three standard applications of the Cauchy—Schwarz inequality
(similar to those in the proof of (7) in Section 1.1).

Second, we will show that regularity implies conformity.

Theorem 1.5. For all d3, d3 > 0, there exists €3 > 0 so that for every dy > 0, there exist
g9 > 0 and ng € IN so that the following holds. If H is an (e3,ds)-reqular (g2, d2, n)-complex

with n = nyg, then H is (03, d3)-conformant.

The new proof of Theorem 1.5 is the main contribution here. The main challenge is that
its quantification allows for
€9 K dy K €3 K 03,d3,
whereby the density ds of the sparse underlying graph G is smaller than the parameter £3,
which governs the regularity of the hypergraph H. However, this quantification matches
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the environment obtained by the hypergraph regularity lemmas from [2,3] and cannot be
completely avoided. To overcome this challenge, in [5] two applications of the regularity
lemma for hypergraphs were used. We present a simpler proof using only one such application.

We close with the following remark.

Remark 1.6. The proof of Theorem 1.5 presented here extends verbatim to the environment
of the k-uniform hypergraph regularity lemma from [10, Theorem 2.3]. As a direct consequence
for every k, the corresponding counting lemma [9, Theorem 1.3] remains valid for r = 1

already, by virtue of the counting lemma from Gowers [4, Corollary 5.3].

Organisation. In Section 2, we prove Proposition 1.4. The proof of Theorem 1.5 is based on
estimates similar to (2), where in a regular 3-uniform complex we estimate the number of
induced copies of all 3-partite subhypergraphs on vertex classes of size two. Theorem 3.1 of
Section 3 provides these bounds, and we deduce Theorem 1.5 in that section. In Section 5, we
prove Theorem 3.1. This proof is based on the regularity method for 3-uniform hypergraphs,

which we review in Section 4.

§2 PROOF OF PROPOSITION 1.4: CONFORMITY IMPLIES REGULARITY

The proof of Proposition 1.4 is based on three applications of the Cauchy—Schwarz inequality,
and follows lines similar to the proof of (i) in Section 1.1. Let H = ((X,Y,Z),G, H) be a

(03, d3)-conformant (2, dg, n)-complex, where 5 = €5(dy) > 0 satisfies
(dQ + 62)4 : (d% + 282) (d4 + 452) de (4)

Fix a subgraph J < G. Since fy a,(2,y, 2) in (3) is Lpu) (2, y,2) — ds on zyz € K3(J)', the
quantity eg(J) — ds|kCs(J)| equals

Z f?—ld3 T, Y,z Z Z]IEJ T,y Z]lEJ Zz Z)]IEJ(:% )f?-ld?,(x Y,z )

xyzeks3(J) zeX yeY 267

A first application of the Cauchy—Schwarz inequality yields

len(J) — ds |Ks(J Z Z 1%, (2,y) Z Z (Z Lg,(z,2)1E, (Y, 2) fr,as (2, v, Z))

zeX yeY reX yeY \zeZ
—e,(X,Y) D0 T T e @a) ) T e 2) frua (2,92
z0,21€Z ve€X ve{0,1} yeY ve{0,1}

TFor simplicity, if there is no danger of confusion we sometimes omit parentheses, braces, and commas for
2-element and 3-element sets. In particular, we denote edges {u, v}, hyperedges {u, v, w}, or the vertex set of

a graph triangle {x,y, z} by uv, vvw, and zyz, respectively.
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A second application of the Cauchy-Schwarz inequality bounds |ey (J) — d3 [K3(J)||* by

> Z( ] ]lE.f(x,zy))Q' > (Z 1 ]lEJ(yaZl/)f'r"l,d3(x7y7zu)>2

20,21€Z zeX N vef{0,1} 20,21€Z zeX N yeY ve{0,1}

< ey(X,Y)? hom (K1, J[X, Z])

)OI [ B CHCPEN D S [ R PRCATERR

Y0,Y1€Y 20,21€Z p,ve{0,1} z€X p,ve{0,1}
where hom(K o, J[X, Z]) denotes the number of (partite) graph homomorphisms of K 5 into
J[X, Z]. A third application of the Cauchy—Schwarz inequality yields

lex () — ds [Ks()|[° < es(X,Y)* - hom (K9, J[X, Z])° - hom (Ky, J[Y, Z])

Z Z Z 1_[ f'H('xkayuazu)y (5)
x0,21€X yo,y1€Y 20,216 Z A\, pu,ve{0,1}

where hom(Kyo, J[Y, Z]) is defined analogously to hom (Ko, J[X, Z]). Now, the (g,ds)-
regularity of G| X, Y], G[X, Z], and G[Y, Z] guarantees (see, e.g., (2))

eJ(X Y) <ea(X,Y) < (dy + e2)n®,
hom (KLQ, Z]) < hom (K1,G[X, Z]) < (dj + 222)n?,
and  hom (K»», J[Y, Z]) < hom (K»», G[Y, Z]) < (d3 + 4e2)n’
Applying these bounds and the (d3, d3)-conformity of H to (5) implies

len(J) — ds |IC3(J)||8 < (dy + 22)*n® - (d5 4 225)*n® - (dj + 4e2)n* - 63d*n 6 253d24 2

which concludes the proof of Proposition 1.4. U

§3 PROOF OF THEOREM 1.5: REGULARITY IMPLIES CONFORMITY

Theorem 1.5 is a consequence of Theorem 3.1 below, which extends (2) to regular complexes
H=((X,Y,Z),G, H). In particular, Theorem 3.1 asserts that H admits around the expected
number of labeled induced copies of any spanning subhypergraph F' of the octahedron K. 532) 9!

V(Kézz) {zo, 21} W {yo, y1} W {20,201} and E(K222 {xAyuz,, A, v € 40, 1}}
For this, a map ¢ : V(F) — V(G) is a partite homomorphism of F into H when

(1) @(x0)7 90(371) € X7 @(y0)7 Qp(yl) € Y’ and 30(20)7 90(21> € Z;
(2) p(ex)eyu)e(z) € Ka(G) for all A, p, v € {0, 1};
(3) ¢(zA)p(yu)p(z) € E(H) whenever x,y,2, € E(F).

When, additionally, ¢ satisfies
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(3) w(xx)p(yu)e(z,) € E(H) if, and only if, z)y,2, € E(F),
we say that ¢ is a partite induced homomophism of F' into H. In these contexts, we denote by
hom(F,H) (ihom(F,#)) the number of partite (induced) homomorphisms of F' into H.

Theorem 3.1. For all p > 0 and d3 € [0, 1], there exists e3 > 0 so that for every ds > 0,
there exist €5 > 0 and ng = 1 so that the following holds for every spanning subhypergraph F

of K§32)2 If H is an (e3,d3)-reqular (€2, dg, n)-complex with n = ng, then
ihom(F, H) — dP5N (1 = d3)3 1PENG2n8] < g - dl?nb . (6)
We defer the proof of Theorem 3.1 to Section 5.

Proof of Theorem 1.5. For any given d3, d3 > 0 we set n = d3/256 and for dy > 0, let
H = ((X,Y,Z),G,H) be an (e3,ds)-regular (g3, ds, n)-complex with n > ng, where g5 =
e3(93,d3,m) > 0, g9 = £9(d3,d3,1m,ds) > 0, and ng = ng(ds3, ds,n, ds, £2) € N are those parame-
ters guaranteed by Theorem 3.1. It follows from (3) that

Z Z Z H Frods (Ta, Yy 20) = Z(l _ d3)|E(F)\(_d3)8—|E(F)\ -ithom(F,H),

z0,21€X y0,y1€Y 20,21€Z \,u,ve{0,1} F

where the sum on the right-hand side runs over all 256 labeled spanning subhypergraphs
of K§32)2 Applying Theorem 3.1 to all such F' bounds the left-hand side from above by

256ndy>n’ + > (—1)* PN df(1 — d3)Pdy*n® = 256nd}n’,
F
and the (03, d3)-conformity of H follows from the choice of 7. O

§4 REGULARITY METHOD FOR 3-UNIFORM HYPERGRAPHS

In this section, we state a regularity lemma from [2] (Theorem 4.2 below) and a counting
lemma from [6] (Theorem 4.4 below) which we need for proving Theorem 3.1. These require

the following notion of a regular complex, which is somewhat stronger than Definition 1.2.

Definition 4.1 (r-regular complex). Let H = ((X,Y,Z),G, H) be an (g9, dy, n)-complex.
For e3 > 0, d3 € [0, 1], and an integer r > 1, we say H is (g3, ds, r)-regular if all sequences
J = (Ji,...,J.) of subgraphs of G satisfy

len (J) — ds |Ks(J)|| < es|Ks(G)],

where ey (J) = |Ul_, En(J;)| and K3(J) = J;_, K3(J;). Moreover, we say H is (5, 7)-regular
when it is (3, d3, r)-regular for d3 = d(H | G).
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We remark that for » = 1, Definition 4.1 reduces to Definition 1.2. Otherwise, Definition 4.1
is stronger than Definition 1.2, and for large r it is stronger than Definition 1.3 (see [1]).

The following regularity lemma for complexes is adapted from [2] (see, e.g., [10, Lemma 4.1]).

Theorem 4.2 (Regularity Lemma). For all constants da, {3 > 0, integers gy, to = 1, and
functions &: (0,1] — (0,1] and r: (0,1] x N — N, there exist a constant e5 > 0 and
integers Lg, Ty, and Ny so that the following hold.

Let H = ((X,Y,Z),G,H) be an (e9,ds,n)-complex with n = Ny, where Ty! divides n.
There exist integers £ and t with {oy < { < Ly, ty < t < Ty, vertex partitions Uie[t] X, =X,
Uje[t] Y, =Y, and Uke[t] Zy = Z, edge-partitions

U UP”— U UQ 2)). and ) | R = E(G[Y, 2)),

i,j€[t i,ke(t j,ke[t] ve[£]

and complezes H5 = (X,,Y;, Z), G5 HYE ) for every (i, 4, k, a, 3,7) € [t]* x [€], where

aBy T aBy’ ocﬁw

Gty = (X0 ¥i v 2 P o QF © BY) and HIE = (X0 Yy w0 22 BUH) 0 Ks(G ),

afy — afy — aBy

satisfying the following properties:

(a) all H7%  above are (€2<d2/£>,d2/€, n/t)-complexes;

afy
(b) all but &t303 many HIE above are (€5, 7(dy/l,t))-reqular.

aBy

We call the graphs Gam of Theorem 4.2 the triads of the regular partition.

In Theorem 4.4 below, we consider a special case of the counting lemma from [6], tailored for
counting subhypergraphs of the octahedron KQ(?Q)’Q within the following octahedral complexes.
Definition 4.3 (octahedral complex). For &, d > 0 and m € IN, an octahedral (&2, d, m)-

complex O = ((Xo, X1, Yo, Y1, Zo, Z1), G, H) is a triple satisfying the following properties:

(i) Xo, Xy, Yo, Y1, Zy, and Z; are pairwise disjoint vertex sets of common size m;
(it) G is a 3-partite graph with vertex classes Xo u X1, Yo u Y], and Zy u Z;, and H is a
3-partite 3-uniform hypergraph which G underlies;
(7i1) for each A, u, v € {0,1}, the complex

OM = ((X\, Yy, Z,),GM = G[X)\,Y,,, Z,], H"),

where E(HM) = E(H) n K3(G*¥), is a (&, d, m)-complex.

Moreover, for £3 > 0 and an integer r > 1, we say O is (&3, 7)-reqular when all A\, pu, v € {0, 1}
satisfy that OM" is (&3, r)-regular.
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Fix a spanning subhypergraph F' of the octahedron KQ(?Q)Q on the fixed vertex partition

V(F) = {zo, 21} v {yo, 1} w {20, 21},

and fix an octahedral complex O = ((Xy, X1, Yo, Y1, 2o, Z1), G, H). Amap ¢ : V(F) — V(G)
is a partite homomorphism of F' into O when all A, u, v € {0, 1} satisfy the following properties:

(1) @(xr) € Xi, ©(yu) € Yy, and ¢(2,) € Zy;

(2) p(@n)eyu)p(z) € Ks(G);
(3) ¢(za)p(yu)p(z) € E(H) whenever z,y,2, € E(F).

We denote by hom(F, Q) the number of partite homomorphisms of F' into O.

Theorem 4.4 (Octahedral Counting Lemma). For every ¢ > 0, there exist &3 > 0 and
functions &: (0,1] — (0,1], r: (0,1] — NN, and my: (0,1] — IN such that for all d € (0,1],
the following holds.

For every real constant d € (0,1], for every (&3, 7(d))-regular octahedral (&3(d), d, m)-complex
O = ((Xo, X1, Y0, Y1, 20, Z1), G, H) with m = my(d), and for every spanning subhypergraph
F of Ké?z)z, we have

hom(F,0) —d"m® [[ d(H|G*)| < 9d®m°.

TAYuzv€E(F)

The essential difference between Theorems 3.1 and 4.4 (aside from counting induced versus
non-induced homomorphisms) is the assumed regularity of the given complex. In Theorem 3.1,
the given complex H is (g3, d3)-regular, while in Theorem 4.4, the given octahedral complex O
satisfies the stronger property of being (&3, r)-regular for some large integer r depending on

the density of the underlying graph G.

§5 PROOF OF THEOREM 3.1

In this section, we prove Theorem 3.1 in a non-induced but equivalent form.

Theorem 5.1. For all p > 0 and d3 € [0, 1], there exists e3 > 0 so that for every ds > 0,
there exist e5 > 0 and ng = 1 so that the following holds for every spanning subhypergraph F

of K§32)2 If H is an (e3,ds3)-reqular (€2, dg, n)-complex with n = ng, then
) hom(F, H) — d‘f”)'d;?nﬁ‘ <n-d2nb.
Up to the error n, Theorems 3.1 and Theorems 5.1 are equivalent. Indeed, fixing F' above,

hom(F,H) = Zihom(F', H) and thom(F, H) = Z(—l)'E(FI”_lE(F)‘ hom(F", H),

F' F’



10 BRENDAN NAGLE, VOJTECH RODL, AND MATHIAS SCHACHT

where we sum over all spanning subhypergraphs F” satisfying F' < F' € K ;32)72, and where we
use the elementary identities
d\gE(Fﬂ _ ngE(F/)I(l _ d3)8—\E(F’)‘ and d|3E(F)I(1 _d3)8—\E(F)| _ Z(_1)|E(F’)‘_|E(F)|d|3E(F’)| ]
F F
In the proof of Theorem 5.1, we invoke the regularity method from Section 4. We also use

the following standard consequence of the counting lemma for graphs.

Fact 5.2 (counting/extension lemma for graphs). For all tripartite graphs G = (X wY wZ, Eg)
with G| X, Y], G[X, Z], and G[Y, Z] being (e, d)-regular we have
(a) [IKs(G)] = | X||Y]|Z]] < 3¢|X[[Y]| Z]
(b) and all but 44| X||Y || Z| many triangles of G extend to at most (d° +4e¥/*)|X||Y||Z]
partite homomorphisms of Koo into G.
Similarly, given a tripartite graph G = (X wY v Z, Eg) with vertezx classes X = Xy u X,
Y =YyuY, and Z = Zy u Z, with G[X\,Y,], G| X\, Z,], and G[Y,, Z,] being (e, d)-reqular
for all A\, pu, v e {0,1} we have
(¢) [hom (K20, G) — d'|Xo|| X [[Yo|[Yi | Zo]| 21| < 12¢]Xol| X0 |Yol[Y1|| Zo|| 21, where in
hom(Ky 29, G) we only consider those homomorphisms ¢ from V(Ka22) = {zo, 21} @

{v0, 11} W {20, 21} such that p(xq) € Xo,...,0(z1) € Z;. O
Note that Fact 5.2 (¢ ) also applies in a situation when for example Xy and X are not disjoint.

Proof of Theorem 5.1. We start by defining all involved constants. Following the quantification
of the theorem for given n > 0 and ds € [0, 1] we define

Ui
53:ﬁ. (7)

Let dy > 0 be given. To define the corresponding constant €, > 0, we assemble constants and

functions suitable for applications of Theorems 4.2 and 4.4. To that end, set

Ui
Let & > 0 and functions &: (0,1] — (0,1], 7: (0,1] — IN and my: (0,1] — IN be those

parameters guaranteed by Theorem 4.4. W.l.o.g., we may assume that

Ui € Ui
G<gp 2o and &) < ohp¢™ forall (e (0,1], (9)
and that mg(x) decreases in . With constants ds, & > 0 fixed above, with fixed integers

e (10)

Ui
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and ¢y = 1, and with functions &(-) and r(-) fixed above, Theorem 4.2 guarantees a constant

e, > 0 and positive integers Lg, Ty, and Ny. We define the promised constant

4 12
: / Udéz d2 }
= 11
&2 min {52 ) (12 ] 210) ) 12T0 ) ( )

and we take the integer ng to be sufficiently large whenever needed.

Let H = ((X,Y,Z),G, H) be an (e3,ds)-regular (g9, ds, n)-complex with n > ng, where €3,
€9, and ng are defined above. It suffices to assume that 7! divides n since removing up to Tp!
vertices from each of X, Y, and Z decreases hom(F,H) by only 6Ty!n’ = O(n°) while still
resulting in a (2e3, d3)-regular (25, da, n)-complex.

For every fixed spanning subhypergraph F' < K. 532)2 we shall establish

oIE(F)]
928

‘ hom(F, H) — d'fm‘d;?n@“ < 7 di2nb | (12)

Note that (12) holds when F' is the empty (spanning) subhypergraph of K%)Q, since then
hom(F,H) = hom(K3 29, G), for which (¢ ) of Fact 5.2 yields
| hom(F, H) — d) - d2nS| < 12,08 'S 3077 di?ns

We assume, for a contradiction, that there exists an edge-minimal non-empty spanning
subhypergraph F' of K%),Q for which (12) fails. W.l.o.g., we assume that x¢yozo € E(F') and
we set '~ = F — xgypzo to be the subhypergraph of F' obtained by removing the hyperedge
ToYozo. Since (12) fails for ' but holds for F'~, we deduce that
BN _ g, . 2lBEE)

28

We shall use the discrepancy in (13) to establish the existence of a subgraph Jy € G violating

| hom(F, H) — d3 - hom(F~,H)| > n-dyn® > % ~dy?n®. (13)

the regularity of H:
|6H(J0) — dg "Cg(Jo)H > &3 - dgn?’ . (14)
The proof of the existence of Jy consist of four steps. First, we apply Theorem 4.2 and locate

a triad in the regular partition where (13) carries over (in an appropriately scaled way) to

copies of '~ and F that extend hyperedges supported by that triad (see (18) below).
Step 1: Applying the reqularity lemma. We apply Theorem 4.2 to H with the chosen parameters

dy, &3, Lo, to, &) and r(-). Theorem 4.2 guarantees integers fo < ¢ < Ly and ¢y < t < Ty,
vertex partitions (J,cjq Xi = X, ey Y =Y, and ;g 2k = Z, edge-partitions

U Ung_ U UQ ]), and U URJk: GlY, Z]),

i,j€[t i,ke[t 7,ke[t]
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and complexes Hggw (i, 7, k, o, B,7) € [t]* x [(]3, where

Gl = (X;vYjwZ, PP wQF v RY) and HYZL = (X wYjwZy, BE(H) nK3(GZS,)).,

aBy — aBy T aBy

which satisfy properties (a) and (b) of its conclusion. We set

. n . dQ . dg
m=7. e-6(g). wmd r-r(F)
and note that m = n/Ty = my(de/¢) and by (9) we have

n (d2 ) 12
< e 15
We remove hyperedges xyz from H when they belong to some Hgm for which Haﬁv is not

(&3, 7)-regular, and we let H and H’ denote the resulting hypergraph and complex. By (b) of
Theorem 4.2 and (a) of Fact 5.2,

B(H) ~ E(H')| < &% - (do/0)*m® + 36:m®) S 26580’ (16)

Consequently, (b) of Fact 5.2 applied to G and (16) implies

| hom(F, H') — d3 - hom(F~, H')]
> |hom(F,H) — ds - hom(F~, H)| — (263d3n® - (dn® + 4y 'n®) + 4ey/*n® - n?) .
Thus, inequality (13) can be transferred from #H to H' by

- n 1/4 & (9),(11) n
[hom(F,H') —ds - hom(F~, H')| > edin® — 265d3*n® — 122, b S 5o . (17)
Next we shall find a triad Gg& such that a similar (appropriately scaled) inequality like (17)
holds for the homomorphisms of F' and F~ in H’ that map the three vertices x, y1, 2

to ’Cg(Gaﬁ,y> and the other three vertices zg, yo, 2o (which span the additional hyperedge

in F) outside X;, Y, and Z;. For that we denote by hom(F, H' | Gggv) (respectively by

hom(F~,H' | Gggw)) the number of those injective partite homomorphisms. It follows from (¢)

of Fact 5.2 that are at most

(10)
L d2n8 < 2730 - d12pS

15) 4
3207 - ((do/0)Pm® + 126m°) & .

homomorphism from K599 in G with two vertices contained in the same vertex class from the
vertex partitions U 1 X, U ierq Yo OF Uke[t] Zy.. Consequently, summing hom(F, H’ | Gggv)

over all £3¢3 triads Gaﬁw of the regular partition yields

> homF”H’ G7% ) = hom(F, ') — — - d*n®

afy 210
i,5,k€[t] o, B,v€[¢
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and the same inequality holds for F~. Therefore, (17) implies

ijk ijk
D> hom(FH |G —ds- Y, > hom(FT,H'|GZE)| > 210 - dn®
i,5,ke[t] o, B,v€[€] i,5,ke[t] o, B,ye(]
Since there are t3¢2 triads, by the pigeonhole principle there exists a triad Gi{g7 such that
0 dgnd

| hom (F, H' | GY% ) —dy - hom(F~,H' | G )| >

afy

apy 910 343 (18)

We may assume that i = j =k =t and a = f = v = ¢ and this concludes the first step.

Step 2: Further restricting the considered copies of F~ and F'. In the second step, we further
restrict the set of copies of F' and F'~ that we consider in (18). For that, fix 1 <i <t—1. We
wish to select a fixed bipartite graph ng among the ¢ such with vertex blpartltlon X, wY.

More generally, for all ¢, j, k € [t — 1] we wish to respectively select
it pti it th it ptk
Pai ) Pa;_ ) QBZ ’ Qﬁ;@ ) and R%/] ) RW;L
from the partition of pairs. To make these selections, for @ = (a, @, 3, 5,7,7') € [¢]**V
where
a:(alv""at—1)7 B:(ﬁla"wﬁt—l)a 7:(’}/17"%’715—1)7
a/:(alla"'va;—l)v 612(617"'7ﬁ£—1)7 ’7/:(717"'77;—1)7

we denote by hom(F, H' | GUY, @) (respectively hom(F~,H' | G, a@)) the number of partite
homomorphisms ¢ from F (resp. F'~) to ‘H’ that satisfy

o(r)e Xy, o) eYe, w(z)eZi, plr)p(y)e(x) e Ks(Gy) (19)

(as before), and also that for some fixed indices 4, j, k € [t — 1],

p(ro) € Xi, @)€Y, ¢(2)€ Z, (20)
and
w(xo)e(yr) € P, p(z0)p(21) € Qf, , ¢(yo)e(21) € BRI,
o(r1)¢(yo) € P p(1)e(20) € QF p(y)p(z0) € R .

Homomorphisms ¢ satisfying (19) alone are counted by hom(F,H' | GIY,), and for each such

6(t—1)

there are precisely £°=2) vectors a € [/] so that ¢ also satisfies (20). Consequently,

hom(F, H' | Gjff) - €°=» = > hom(F,H' | Giff,, d)
aefe]6¢—1)
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and the same identity holds for F'~. Applying these identities to (18) yields

1
/6(t—2)

n d12 6
210 343 7

> (hom(F,H'|Gg;@ﬁ) ds - hom(F'~ H’|G§§;ﬁ)>‘
aelf)6(t—1)

and applying the triangle inequality further yields

i - ~ n dy’n _
>} | hom(F M| Glfh,d) — ds - hom(F~, H' | Gl a)| > i 2 )
aele)st-1)

Averaging over the (51 terms above yields some vector @ e [¢]**~1) that satisfies

12,6 p6(t—2) 12,.6
ttt - ttt n dyn’ { n dyn
’hOm (FH| Gggy @) — dy - hom(F, ' | Gge, @) | > o5 - 3 ey = gm0 gags - (21)

In Step 1, we fixed the triad G%}, to satisfy (18), and in Step 2, we fixed the vector @ to
ijk

o With 4, j, k € [t — 1] determines a unique

satisfy (21). We now observe that every triad G

octahedral complex (see Definition 4.3)

O = ((Xi, X0, Y3, Ve, Zy, Z0), GI5 HIL ) (22)

afy afyr T aby

where the edge-set of Gaﬁ7 is given by the edges of the graph
Py Pty PP w Pty ng W w Q" LYY Rff w R]'w R* v RY,

and where (Hgf;w) =E(H')n Kg(éggw) It follows by these constructions that

hom(F,H' | Gy, @) = 2 Z hom(F, %% ),

aBy
i,J,ke[t—1] o, B,v€[{]
and the same identity holds for F'~. We may therefore rewrite (21) to say
d12 6

Z Z <hom 357) —ds - hom(F~ ijﬁkv))' % e (23)

i,5,k€[t—1] o, B,vE[{]

In Step 3, we will invoke Theorem 4.4 to evaluate the differences above.

Step 3: Applying the octahedral counting lemma. Theorem 4.4 expresses each hom(F), ngg,y)
and hom(F~, (9%7) in (23) as products of densities of triads of Oaﬂ,y We express these same
densities in terms of the following piece-wise defined weight function w: V(G)u E(G) — [0, 1].
First, we weight all vertices v € V(G) and edges e € E(G) incident to X; v Y; v Z; with

w(v) = w(e) = 1. Then, we weight remaining vertices and edges of G systematically by the
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following constant functions: for each (i, j, k, o, 3,7) € [t — 1] x [(]?, set

d(H, | Glltfz) if ToYi1%21 € E(F) s

W\x, =
1 otherwise,
d(H' | GY}))  if 2y € E(F),
1 otherwise,
d(Hl | Gztlkl) if T1Yi120 € E(F) R
Wiz, =
1 otherwise,
d(H' | G9)) if zoyozs € E(F),
w Péj =
1 otherwise,
w - d(Hl | Glltﬁkl) if ToY1k0 € E(F) s
Qik =
g 1 otherwise,
d(Hl | Gijllfy) if T1YoZo € E(F) ,
and w]R%k =

1 otherwise.

Finally, we define the weight of the triad G” ., by the product of the six values given to its

vertex classes and edge sets, i.e., we set

w(Gg,) = wXw (Y w(Zyw (P Jw(QF Jw(R5F) . (24)

The number of copies of F' (resp. F'~) in Oaﬁv also depends on d(H' | GIf,) if x1y12 is an
edge of F' and we set
d(H' | Gif)) i xyy121 € E(F),

w111 =
1 otherwise.

We can now use the weights defined above to rewrite (23). Since H' is (&3, r)-regular w.r.t.

every triad of the regular partition we obtain from Theorem 4.4

/ . o o don 12
hom(F W | Gf) - Y X A | GU (G ()

i,j,ke[t—1] a,B,v€[¢] ¢

do 12 d12 6
< (t—1)3€3-19(72) mb < ¥ ;9; .
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Similarly, for '~ we arrive at

B d 12 d12n6
hom(F~, H' | Gl a) — Z Z aﬁw Jwipy - <?2> mb| < 92

943
i,j,ke[t—1] o, B,v€[{] a

This way we can rewrite (21) and after dividing both sides with (dy/¢)®m3 we obtain

Z 2 (d(HI|GZ{§7) d3) ( a[?v)wlll (d;)gm?’

,J,ke[t—1] o, B,ve[{]

n 33()77 3,3
> (5 —20) -din® > S -din

It follows that wq11 > 0 and, since by definition w17 < 1, we may divide both sides by wq1;
and, owing to another application of (a) of Fact 5.2 for every triad Gaﬁ'y considered in the
sum, we can replace (dy/€)*m? by |Ks(G75 )| + 3¢&;m?. This way we obtain

aBy
ijk z ik ijk
> Z d(H' | GIL) — ds)w(GEE)|Ks(GEE)|| > ﬁ dyn® — 3(t — 1)*P&m?
i,J,ke[t—1] o, B,vE[C
(15)
= 2732 d 53 : dgng

Rewriting the left-hand side by summing over all triangles of G’ = G[X N\ X, Y \Y,, Z\ Z;]
ijk

instead over all triads G,

€ @ and expanding w(Gam) according to (24) tells us

2 (]lE(H/)(x, Y,z) — dg)w(x)w(y)w(z)w(xy)w(mz)w(yz) > 2e3-don®.  (25)

zyzeK3(G')

Step 4: Determining the promised subgraph Jy € G. Inequality (25) shows that there exists
a weighted subgraph of G’ such that the weighted version of Definition 1.2 fails. Since all
weights are in [0, 1], we may view them as a probability distribution over all subgraph of
J < G’ and the left-hand side of (25) corresponds the expected value of |eg: (J) — d3 |[IC3(J)]|.

Consequently, there exists a concrete subgraph J € G' < G such that
e (J) — ds |[K5(J)|| > 2e5 - d3n® .
Finally, (16) allows us to move back from H' to H and we get the desired inequality
len(J) — ds [Ks(J)]| = |enr(J) — ds |KCa(J)]| — 2e5din® S e - d3n® |

which yields the desired contradiction to the (e3, d3)-regularity of the (eg, ds, n)-complex H
and concludes the proof of Theorem 3.1. 0



1]

EQUIVALENT REGULAR PARTITIONS OF 3-UNIFORM HYPERGRAPHS 17

REFERENCES

Y. Dementieva, P. E. Haxell, B. Nagle, and V. Rodl, On characterizing hypergraph regularity, Random
Structures Algorithms 21 (2002), no. 3-4, 293-335, DOI10.1002/rsa.10058. Random structures and
algorithms (Poznan, 2001). MR1945372 14

P. Frankl and V. Rodl, Extremal problems on set systems, Random Structures Algorithms 20 (2002),
no. 2, 131-164, DOI110.1002/rsa.10017.abs. MR1884430 (2002m:05192) 11, 1.2, 4, 4

W. T. Gowers, Quasirandomness, counting and reqularity for 3-uniform hypergraphs, Combin. Probab.
Comput. 15 (2006), no. 1-2, 143-184, DOI10.1017/50963548305007236. MR2195580 11, 1.2

, Hypergraph regularity and the multidimensional Szemerédi theorem, Ann. of Math. (2) 166
(2007), no. 3, 897-946, DOI110.4007 /annals.2007.166.897. MR2373376 11, 1.6

B. Nagle, A. Poerschke, V. Rédl, and M. Schacht, Hypergraph reqularity and quasi-randomness, Proceedings
of the Twentieth Annual ACM-STAM Symposium on Discrete Algorithms, STAM, Philadelphia, PA, 2009,
pp- 227-235. MR2809322 11, 1.2, 1.2

B. Nagle and V. R6dl, Regularity properties for triple systems, Random Structures Algorithms 23 (2003),
no. 3, 264-332, DOI10.1002/rsa.10094. MR1999038 14, 4

B. Nagle, V. Rodl, and M. Schacht, The counting lemma for regular k-uniform hypergraphs, Random
Structures Algorithms 28 (2006), no. 2, 113-179, DOI110.1002/rsa.20117. MR2198495 11

, An algorithmic hypergraph regularity lemma, Random Structures Algorithms 52 (2018), no. 2,
301-353, DOI110.1002/rsa.20739. MR3758961 1

V. Rédl and M. Schacht, Regular partitions of hypergraphs: Counting lemmas, Combin. Probab. Comput.
16 (2007), no. 6, 887-901, DOI110.1017/s0963548307008565. MR2351689 11.6

, Regular partitions of hypergraphs: Regularity lemmas, Combin. Probab. Comput. 16 (2007),
no. 6, 833-885, DOI10.1017/s0963548307008553. MR2351688 11.6, 4

V. Rédl and J. Skokan, Regularity lemma for k-uniform hypergraphs, Random Structures Algorithms 25
(2004), no. 1, 1-42, DOI110.1002/rsa.20017. MR2069663 11

E. Szemerédi, Regular partitions of graphs, Problémes combinatoires et théorie des graphes (Collog.
Internat. CNRS, Univ. Orsay, Orsay, 1976), Colloq. Internat. CNRS, vol. 260, CNRS, Paris, 1978,
pp. 399401 (English, with French summary). MR540024 (81i:05095) 11

DEPARTMENT OF MATHEMATICS AND STATISTICS, UNIVERSITY OF SOUTH FLORIDA, TAMPA, USA

Email address: bnagle@usf.edu

DEPARTMENT OF MATHEMATICS AND COMPUTER SCIENCE, EMORY UNIVERSITY, ATLANTA, USA

Email address: vrodl@emory.edu

FACHBEREICH MATHEMATIK, UNIVERSITAT HAMBURG, HAMBURG, GERMANY

Email address: schacht@math.uni-hamburg.de


https://doi.org/10.1002/rsa.10058
http://www.ams.org/mathscinet-getitem?mr=1945372
https://doi.org/10.1002/rsa.10017.abs
http://www.ams.org/mathscinet-getitem?mr=1884430
http://www.ams.org/mathscinet-getitem?mr=1884430
https://doi.org/10.1017/S0963548305007236
http://www.ams.org/mathscinet-getitem?mr=2195580
https://doi.org/10.4007/annals.2007.166.897
http://www.ams.org/mathscinet-getitem?mr=2373376
http://www.ams.org/mathscinet-getitem?mr=2809322
https://doi.org/10.1002/rsa.10094
http://www.ams.org/mathscinet-getitem?mr=1999038
https://doi.org/10.1002/rsa.20117
http://www.ams.org/mathscinet-getitem?mr=2198495
https://doi.org/10.1002/rsa.20739
http://www.ams.org/mathscinet-getitem?mr=3758961
https://doi.org/10.1017/s0963548307008565
http://www.ams.org/mathscinet-getitem?mr=2351689
https://doi.org/10.1017/s0963548307008553
http://www.ams.org/mathscinet-getitem?mr=2351688
https://doi.org/10.1002/rsa.20017
http://www.ams.org/mathscinet-getitem?mr=2069663
http://www.ams.org/mathscinet-getitem?mr=540024
http://www.ams.org/mathscinet-getitem?mr=540024

	1. Introduction
	1.1. Quasirandom bipartite graphs
	1.2. Quasirandom tripartite hypergraphs
	Organisation

	2. Proof of Proposition 1.4: Conformity implies Regularity
	3. Proof of Theorem 1.5: Regularity implies Conformity
	4. Regularity Method for 3-uniform Hypergraphs
	5. Proof of Theorem 3.1
	References

