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CHAPTER 1

Homology theory

1. Chain complexes

Definition 1.1. A chain complex is a sequence of abelian groups, (Cn)n∈Z, together with homomor-
phisms dn : Cn → Cn−1 for n ∈ Z, such that dn−1 ◦ dn = 0.

Let R be an associative ring with unit 1R. A chain complex of R-modules can analoguously be defined
as a sequence of R-modules (Cn)n∈Z with R-linear maps dn : Cn → Cn−1 with dn−1 ◦ dn = 0.

Definition 1.2.
• The dn are differentials or boundary operators.
• The x ∈ Cn are called n-chains.
• Is x ∈ Cn and dnx = 0, then x is an n-cycle.

Zn(C) := {x ∈ Cn|dnx = 0}.

• If x ∈ Cn is of the form x = dn+1y for some y ∈ Cn+1, then x is an n-boundary.

Bn(C) := Im(dn+1) = {dn+1y, y ∈ Cn+1}.

Note that the cycles and boundaries form subgroups of the chains. As dn ◦ dn+1 = 0, we know that the
image of dn+1 is a subgroup of the kernel of dn and thus

Bn(C) ⊂ Zn(C).

We’ll often drop the subscript n from the boundary maps and we’ll just write C∗ for the chain complex.

Definition 1.3. The abelian group Hn(C) := Zn(C)/Bn(C) is the nth homology group of the complex
C∗.

Notation: We denote by [c] the equivalence class of a c ∈ Zn(C).
If c, c′ ∈ Cn satisfy that c− c′ is a boundary, then c is homologous to c′. That’s an equivalence relation.

Examples:

1) Consider

Cn =

{
Z n = 0, 1

0 otherwise

and let d1 be the multiplication with N ∈ N, then

Hn(C) =

{
Z/NZ n = 0

0 otherwise.

2) Take Cn = Z for all n ∈ Z and

dn =

{
idZ n odd

0 n even.

What is the homology of this chain complex?

2’) Consider Cn = Z for all n ∈ Z again, but let all boundary maps be trivial. What is the homology of this
chain complex?
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Definition 1.4. Let C∗ and D∗ be two chain complexes. A chain map f : C∗ → D∗ is a sequence of
homomorphisms fn : Cn → Dn such that dDn ◦ fn = fn−1 ◦ dCn for all n, i.e., the diagram

Cn
dCn //

fn

��

Cn−1

fn−1

��

Dn

dDn // Dn−1

commutes for all n.

Such an f sends cycles to cycles and boundaries to boundaries. We therefore obtain an induced map

Hn(f) : Hn(C)→ Hn(D)

via Hn(f)∗[c] = [fnc].
There is a chain map from the chain complex mentioned in Example 1) to the chain complex D∗ that is

concentrated in degree zero and has D0 = Z/NZ. Note, that H0(f) is an isomorphism on zeroth homology
groups.

Are there chain maps between the complexes from Examples 2) and 2’)?

Lemma 1.5. If f : C∗ → D∗ and g : D∗ → E∗ are two chain maps, then Hn(g) ◦Hn(f) = Hn(g ◦ f) for
all n.

When do two chain maps induce the same map on homology?

Definition 1.6. A chain homotopy H between two chain maps f, g : C∗ → D∗ is a sequence of homo-
morphisms (Hn)n∈Z with Hn : Cn → Dn+1 such that for all n

dDn+1 ◦Hn +Hn−1 ◦ dCn = fn − gn.

. . .
dCn+2

// Cn+1

Hn+1

ww

dCn+1
//

fn+1

��

gn+1

		

Cn
Hn

ww

dCn //

fn

��

gn

		

Cn−1

Hn−1

ww

dCn−1
//

fn−1

��

gn−1

		

. . .

. . .
dDn+2

// Dn+1

dDn+1
// Dn

dDn // Dn−1

dDn−1
// . . .

If such an H exists, then f and g are (chain) homotopic: f ≃ g.

We will later see geometrically defined examples of chain homotopies.

Proposition 1.7.
(a) Being chain homotopic is an equivalence relation.
(b) If f and g are homotopic, then Hn(f) = Hn(g) for all n.

Proof. (a) If H is a homotopy from f to g, then −H is a homotopy from g to f . Each f is homotopic
to itself with H = 0. If f is homotopic to g via H and g is homotopic to h via K, then f is homotopic to h
via H +K.

(b) We have for every cycle c ∈ Zn(C∗):

Hn(f)[c]−Hn(g)[c] = [fnc− gnc] = [dDn+1 ◦Hn(c)] + [Hn−1 ◦ dCn (c)] = 0.

□

Definition 1.8. Let f : C∗ → D∗ be a chain map. We call f a chain homotopy equivalence, if there is
a chain map g : D∗ → C∗ such that g ◦ f ≃ idC∗ and f ◦ g ≃ idD∗ . The chain complexes C∗ and D∗ are then
chain homotopically equivalent.

Note, that such chain complexes have isomorphic homology. However, chain complexes with isomorphic
homology do not have to be chain homotopically equivalent. (Can you find a counterexample?)
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Definition 1.9. If C∗ and C ′
∗ are chain complexes, then their direct sum, C∗⊕C ′

∗, is the chain complex
with

(C∗ ⊕ C ′
∗)n = Cn ⊕ C ′

n = Cn × C ′
n

with differential d = d⊕ given by

d⊕(c, c
′) = (dc, dc′).

Similarly, if (C
(j)
∗ , d(j))j∈J is a family of chain complexes, then we can define their direct sum as follows:

(
⊕
j∈J

C
(j)
∗ )n :=

⊕
j∈J

C(j)
n

as abelian groups and the differential d⊕ is defined via the property that its restriction to the jth summand
is d(j).

2. Singular homology

Let v0, . . . , vn be n+ 1 points in Rn+1. Consider the convex hull

K(v0, . . . , vn) := {
n∑
i=0

tivi|
n∑
i=0

ti = 1, ti ⩾ 0}.

Definition 2.1. If the vectors v1 − v0, . . . , vn − v0 are linearly independent, then K(v0, . . . , vn) is the
simplex generated by v0, . . . , vn. We denote such a simplex by simp(v0, . . . , vn).

Example. The standard topological n-simplex is ∆n := simp(e0, . . . , en). Here, ei is the vector in Rn+1 that
has a 1 in coordinate i + 1 and is zero in all other coordinates. The first examples are: ∆0 is the point e0,
∆1 is the line segment between e0 and e1, ∆

2 is a triangle in R3 and ∆3 is homeomorphic to a tetrahedron.
The coordinate description of the n-simplex is

∆n = {(t0, . . . , tn) ∈ Rn+1|
∑

ti = 1, ti ⩾ 0}.

We consider ∆n as ∆n ⊂ Rn+1 ⊂ Rn+2 ⊂ . . ..
The boundary of ∆1 consists of two copies of ∆0, the boundary of ∆2 consists of three copies of ∆1. In

general, the boundary of ∆n consists of n+ 1 copies of ∆n−1.
We need the following face maps for 0 ⩽ i ⩽ n

di = dn−1
i : ∆n−1 ↪→ ∆n; (t0, . . . , tn−1) 7→ (t0, . . . , ti−1, 0, ti, . . . , tn−1).

The image of dn−1
i in ∆n is the face that is opposite to ei. It is the simplex generated by e0, . . . , ei−1,

ei+1, . . . , en.
Draw the examples of the faces in ∆1 and ∆2!

Lemma 2.2. Concerning the composition of face maps, the following rule holds:

dn−1
i ◦ dn−2

j = dn−1
j ◦ dn−2

i−1 , 0 ⩽ j < i ⩽ n.

Example: face maps for ∆0 and composition into ∆2: d2 ◦ d0 = d0 ◦ d1.

Proof. Both expressions yield

dn−1
i ◦ dn−2

j (t0, . . . , tn−2) = (t0, . . . , tj−1, 0, . . . , ti−2, 0, . . . , tn−2) = dn−1
j dn−2

i−1 (t0, . . . , tn−2).

□

Let X be an arbitrary topological space, X ̸= ∅.

Definition 2.3. A singular n-simplex in X is a continuous map α : ∆n → X.

Note, that α just has to be continuous, not smooth or anything!

Definition 2.4. Let Sn(X) be the free abelian group generated by all singular n-simplices in X. We
call Sn(X) the nth singular chain module of X.
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Elements of Sn(X) are finite sums
∑
i∈I λiαi with λi = 0 for almost all i ∈ I and αi : ∆

n → X.
For all n ⩾ 0 there are non-trivial elements in Sn(X), because we assumed that X ̸= ∅: we can always

take an x0 ∈ X and the constant map κx0 : ∆
n → X as α. By convention, we define Sn(∅) = 0 for all n ⩾ 0.

If we want to define maps from Sn(X) to some abelian group then it suffices to define such a map on
generators.

Example. What is S0(X)? A continuous α : ∆0 → X is determined by its value α(e0) =: xα ∈ X, which is a
point in X. A singular 0-simplex

∑
i∈I λiαi can thus be identified with the formal sum of points

∑
i∈I λixαi

.
For instance if you count the zeroes and poles of a meromorphic function with multiplicities then this gives
an element in S0(X). In algebraic geometry a divisor is an element in S0(X).

Definition 2.5. We define ∂i : Sn(X)→ Sn−1(X) on generators

∂i(α) = α ◦ dn−1
i

and call it the ith face of α.

On Sn(X) we therefore get ∂i(
∑
j λjαj) =

∑
j λj(αj ◦ d

n−1
i ).

Lemma 2.6. The face maps on Sn(X) satisfy

∂j ◦ ∂i = ∂i−1 ◦ ∂j , 0 ⩽ j < i ⩽ n.

Proof. The proof follows from the one of Lemma 2.2. □

Definition 2.7. We define the boundary operator on singular chains as ∂ : Sn(X) → Sn−1(X), ∂ =∑n
i=0(−1)i∂i.

Lemma 2.8. The map ∂ is a boundary operator, i.e., ∂ ◦ ∂ = 0.

Proof. We calculate

∂ ◦ ∂ = (

n−1∑
j=0

(−1)j∂j) ◦ (
n∑
i=0

(−1)i∂i) =
∑∑

(−1)i+j∂j ◦ ∂i

=
∑

0⩽j<i⩽n

(−1)i+j∂j ◦ ∂i +
∑

0⩽i⩽j⩽n−1

(−1)i+j∂j ◦ ∂i

=
∑

0⩽j<i⩽n

(−1)i+j∂i−1 ◦ ∂j +
∑

0⩽i⩽j⩽n−1

(−1)i+j∂j ◦ ∂i = 0.

□

We therefore obtain the singular chain complex, S∗(X),

. . . //Sn(X)
∂ //Sn−1(X)

∂ // . . .
∂ //S1(X)

∂ //S0(X) //0.

We abbreviate Zn(S∗(X)) by Zn(X), Bn(S∗(X)) by Bn(X) and Hn(S∗(X)) by Hn(X).

Definition 2.9. For a space X, Hn(X) is the nth singular homology group of X.

Note that Z0(X) = S0(X).
As an example of a 1-cycle consider a 1-chain c = α + β + γ where α, β, γ : ∆1 → X such that α(e1) =

β(e0), β(e1) = γ(e0) and γ(e1) = α(e0) and calculate that ∂c = 0.
We need to understand how continuous maps of topological spaces interact with singular chains and

singular homology.
Let f : X → Y be a continuous map.

Definition 2.10. The map fn = Sn(f) : Sn(X)→ Sn(Y ) is defined on generators α : ∆n → X as

fn(α) = f ◦ α : ∆n α //X
f
//Y.
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Lemma 2.11. For any continuous f : X → Y we have

Sn(X)
fn //

∂X

��

Sn(Y )

∂Y

��

Sn−1(X)
fn−1

// Sn−1(Y ),

i.e., (fn)n is a chain map and hence induces a map Hn(f) : Hn(X)→ Hn(Y ).

Proof. By definition

∂Y (fn(α)) =

n∑
i=0

(−1)i(f ◦ α) ◦ di =
n∑
i=0

(−1)if ◦ (α ◦ di) = fn−1(∂
Xα).

□

Of course, the identity map on X induces the identity map on Hn(X) for all n ⩾ 0 and if we have a
composition of continuous maps

X
f
//Y

g
//Z,

then Sn(g ◦ f) = Sn(g) ◦ Sn(f) and Hn(g ◦ f) = Hn(g) ◦Hn(f). In categorical language, this says precisely
that Sn(−) and Hn(−) are functors from the category of topological spaces and continuous maps into the
category of abelian groups. Taking all Sn(−) together turns S∗(−) into a functor from topological spaces
and continuous maps into the category of chain complexes with chain maps as morphisms.

One implication of Lemma 2.11 is that homeomorphic spaces have isomorphic homology groups:

X ∼= Y ⇒ Hn(X) ∼= Hn(Y ) for all n ⩾ 0.

Our first (not too exciting) calculation is the following:

Proposition 2.12. The homology groups of a one-point space pt are trivial but in degree zero,

Hn(pt) ∼=

{
0, if n > 0,

Z, if n = 0.

Proof. For every n ⩾ 0 there is precisely one continuous map α : ∆n → pt, namely the constant map.
We denote this map by κn. Then the boundary of κn is

∂κn =

n∑
i=0

(−1)iκn ◦ di =
n∑
i=0

(−1)iκn−1 =

{
κn−1, n even,

0, n odd.

For all n we have Sn(pt) ∼= Z generated by κn and therefore the singular chain complex looks as follows:

. . .
∂=0 //Z ∂=idZ //Z ∂=0 //Z.

□

3. H0 and H1

Before we calculate anything, we define a map.

Proposition 3.1. For any topological space X there is a homomorphism ε : H0(X)→ Z with ε ̸= 0 for
X ̸= ∅.

Proof. If X ̸= ∅, then we define ε(α) = 1 for any α : ∆0 → X, thus ε(
∑
i∈I λiαi) =

∑
i∈I λi on S0(X).

As only finitely many λi are non-trivial, this is in fact a finite sum.
We have to show that this map is well-defined on homology, i.e., that it vanishes on boundaries. One

possibility is to see that ε can be interpreted as the map on singular chains that is induced by the projection
map of X to a one-point space.
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One can also show the claim directly: Let S0(X) ∋ c = ∂b be a boundary and write b =
∑
i∈I νiβi with

βi : ∆
1 → X. Then we get

∂b = ∂
∑
i∈I

νiβi =
∑
i∈I

νi(βi ◦ d0 − βi ◦ d1) =
∑
i∈I

νiβi ◦ d0 −
∑
i∈I

νiβi ◦ d1

and hence

ε(c) = ε(∂b) =
∑
i∈I

νi −
∑
i∈I

νi = 0.

□

We said that S0(∅) is zero, so H0(∅) = 0 and in this case we define ε to be the zero map.
If X ̸= ∅, then any α : ∆0 → X can be identified with its image point, so the map ε on S0(X) counts

points in X with multiplicities.

Proposition 3.2. If X is a path-connected, non-empty space, then ε : H0(X) ∼= Z.

Proof. As X is non-empty, there is a point x ∈ X and the constant map κx with value x is an element
in S0(X) with ε(κx) = 1. Therefore ε is surjective. For any other point y ∈ X there is a continuous path
ω : [0, 1]→ X with ω(0) = x and ω(1) = y. We define αω : ∆

1 → X as

αω(t0, t1) = ω(1− t0).

Then

∂(αω) = ∂0(αω)− ∂1(αω) = αω(e1)− αω(e0) = αω(0, 1)− αω(1, 0) = κy − κx,
and the two generators κx, κy are homologous. This shows that ε is injective. □

From now on we will identify paths w and their associated 1-simplices αw.

Corollary 3.3. If X is of the form X =
⊔
i∈I Xi such that the Xi are non-empty and path-connected,

then

H0(X) ∼=
⊕
i∈I

Z.

In this case, the zeroth homology group of X is the free abelian group generated by the path-components.

Proof. The singular chain complex of X splits as the direct sum of chain complexes of the Xi:

Sn(X) ∼=
⊕
i∈I

Sn(Xi)

for all n. Boundary summands ∂i stay in a component, in particular,

∂ : S1(X) ∼=
⊕
i∈I

S1(Xi)→
⊕
i∈I

S0(Xi) ∼= S0(X)

is the direct sum of the boundary operators ∂ : S1(Xi)→ S0(Xi) and the claim follows. □

Next, we want to relate H1 to the fundamental group. Let X be path-connected and x ∈ X.

Lemma 3.4. Let ω1, ω2, ω be paths in X.

(a) Constant paths are null-homologous.
(b) If ω1(1) = ω2(0), then ω1 ∗ ω2 − ω1 − ω2 is a boundary. Here ω1 ∗ ω2 is the concatenation of ω1

followed by ω2.
(c) If ω1(0) = ω2(0), ω1(1) = ω2(1) and if ω1 is homotopic to ω2 relative to {0, 1}, then ω1 and ω2 are

homologous as singular 1-chains.
(d) Any 1-chain of the form ω̄ ∗ ω is a boundary. Here, ω̄(t) := ω(1− t).
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Proof. For a), consider the constant singular 2-simplex α(t0, t1, t2) = x and cx, the constant path on
x. Then ∂α = cx − cx + cx = cx.

For b), we define a singular 2-simplex β : ∆2 → X as follows.

�
�
�
�
�
��

A
A
A

A
A
AK

-
ω1

ω2ω1 ∗ ω2 Q
QQ

Q
Q

Q
QQ

Q
QQ

e0 e1

e2

We define β on the boundary components of ∆2 as indicated and prolong it constantly along the sloped
inner lines. Then

∂β = β ◦ d0 − β ◦ d1 + β ◦ d2 = ω2 − ω1 ∗ ω2 + ω1.

For c): Let H : [0, 1]× [0, 1]→ X a homotopy from ω1 to ω2. As we have that H(0, t) = ω1(0) = ω2(0),
we can factor H through the quotient [0, 1]× [0, 1]/{0} × [0, 1] ∼= ∆2 with induced map h : ∆2 → X. Then

∂h = h ◦ d0 − h ◦ d1 + h ◦ d2.

The first summand is null-homologous, because it’s constant (with value ω1(1) = ω2(1)), the second one is
ω2 and the last is ω1, thus ω1 − ω2 is null-homologous.

For d): Consider γ : ∆2 → X as indicated below.

�
�
�
�
�
��

A
A
A

A
A
AK

-
ω̄

ωω(1)

�
�
�
��

�
�
�

��

e0 e1

e2

□

Definition 3.5. Let h : π1(X,x)→ H1(X) be the map, that sends the homotopy class of a closed path
ω, [ω]π1 , to its homology class [ω] = [ω]H1 . This map is called the Hurewicz-homomorphism.

Witold Hurewicz: 1904–1956 https://en.wikipedia.org/wiki/Witold_Hurewicz (Mayan pyramids
are dangerous, at least for mathematicians.)

Lemma 3.4 ensures that h is well-defined and

h([ω1][ω2]) = h([ω1 ∗ ω2]) = [ω1] + [ω2] = h([ω1]) + h([ω2]);

thus h is a homomorphism.
Note that for a closed path ω we have that [ω̄] = −[ω] in H1(X).

Definition 3.6. Let G be an arbitrary group, then its abelianization, Gab, is G/[G,G].

Recall that [G,G] is the commutator subgroup of G. That is the smallest subgroup of G containing all
commutators ghg−1h−1, g, h ∈ G. It is a normal subgroup of G: If c ∈ [G,G], then for any g ∈ G the element
gcg−1c−1 is a commutator and also by the closure property of subgroups the element gcg−1c−1c = gcg−1 is
in the commutator subgroup.

11
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Proposition 3.7. The Hurewicz homomorphism factors through the abelianization of π1(X,x) and
induces an isomorphism

π1(X,x)ab ∼= H1(X)

for all path-connected X.

π1(X,x)
h //

p

��

H1(X)

π1(X,x)ab = π1(X,x)/[π1(X,x), π1(X,x)]

∼=
hab

33

Proof. We will construct an inverse to hab. For any y ∈ X we choose a path uy from x to y. For y = x
we take ux to be the constant path on x. Let α be an arbitrary singular 1-simplex and yi = α(ei). Define
ϕ : S1(X)→ π1(X,x)ab on generators as ϕ(α) = [uy0 ∗α ∗ ūy1 ] and extend ϕ linearly to all of S1(X), keeping
in mind that the composition in π1 is written multiplicatively.

We have to show that ϕ is trivial on boundaries, so let β : ∆2 → X. Then

ϕ(∂β) = ϕ(β ◦ d0 − β ◦ d1 + β ◦ d2) = ϕ(β ◦ d0)ϕ(β ◦ d1)−1ϕ(β ◦ d2).
Abbreviating β ◦ di with αi we get as a result

[uy1 ∗ α0 ∗ ūy2 ][uy0 ∗ α1 ∗ ūy2 ]−1[uy0 ∗ α2 ∗ ūy1 ] = [uy0 ∗ α2 ∗ ūy1 ∗ uy1 ∗ α0 ∗ ūy2 ∗ uy2 ∗ ᾱ1 ∗ ūy0 ].
Here, we’ve used that the image of ϕ is abelian. We can reduce ūy1 ∗ uy1 and ūy2 ∗ uy2 and are left with
[uy0 ∗ α2 ∗ α0 ∗ ᾱ1 ∗ ūy0 ] but α2 ∗ α0 ∗ ᾱ1 is the closed path tracing the boundary of β and therefore it is
null-homotopic in X. Thus ϕ(∂β) = 0 and ϕ passes to a map

ϕ : H1(X)→ π1(X,x)ab.

The composition ϕ ◦ hab evaluated on the class of a closed path ω gives

ϕ ◦ hab[ω]π1 = ϕ[ω]H1 = [ux ∗ ω ∗ ūx]π1 .

But we chose ux to be constant, thus ϕ ◦ hab = id.
If c =

∑
λiαi is a cycle, then hab ◦ ϕ(c) is of the form [c + D∂c] where the D∂c-part comes from the

contributions of the uyi . The fact that ∂(c) = 0 implies that the summands in D∂c cancel off and thus
hab ◦ ϕ = idH1(X). □

Note, that abelianization doesn’t change anything for abelian groups, i.e., whenever we have an abelian
fundamental group, we know that H1(X) ∼= π1(X,x).

Corollary 3.8. Knowledge of π1 gives

H1(Sn) = 0, for n > 1, H1(S1) ∼= Z,

H1(S1 × . . .× S1︸ ︷︷ ︸
n

) ∼= Zn,

H1(S1 ∨ S1) ∼= (Z ∗ Z)ab ∼= Z⊕ Z,

H1(RPn) ∼=

{
Z, n = 1,

Z/2Z, n > 1.

4. Homotopy invariance

We want to show that two continuous maps that are homotopic induce identical maps on the level of
homology groups.

Heuristics: If α : ∆n → X is a singular n-simplex and if f, g are homotopic maps from X to Y , then
the homotopy from f ◦ α to g ◦ α starts on ∆n × [0, 1]. We want to translate this geometric homotopy into
a chain homotopy on the singular chain complex. To that end we have to cut the prism ∆n × [0, 1] into
(n+ 1)-simplices. In low dimensions this is easy:

∆0 × [0, 1] is homeomorphic to ∆1, ∆1 × [0, 1] ∼= [0, 1]2 and this can be cut into two copies of ∆2 and
∆2 × [0, 1] is a 3-dimensional prism and that can be glued together from three tetrahedrons, e.g., like

12
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As you might guess now, we use n+ 1 copies of ∆n+1 to build ∆n × [0, 1].

Definition 4.1. For i = 0, . . . , n define pi : ∆
n+1 → ∆n × [0, 1] as

pi(t0, . . . , tn+1) = ((t0, . . . , ti−1, ti + ti+1, ti+2, . . . , tn+1), ti+1 + . . .+ tn+1) ∈ ∆n × [0, 1].

On the standard basis vectors ek we obtain

pi(ek) =

{
(ek, 0), for 0 ⩽ k ⩽ i,

(ek−1, 1), for k > i.

We obtain maps Pi : Sn(X)→ Sn+1(X × [0, 1]) via Pi(α) = (α× id) ◦ pi:

∆n+1 pi //∆n × [0, 1]
α×id

//X × [0, 1].

For k = 0, 1 let jk : X → X × [0, 1] be the inclusion x 7→ (x, k).

Lemma 4.2. The maps Pi satisfy the following relations

(a) ∂0 ◦ P0 = Sn(j1),
(b) ∂n+1 ◦ Pn = Sn(j0),
(c) ∂i ◦ Pi = ∂i ◦ Pi−1 for 1 ⩽ i ⩽ n.
(d)

∂j ◦ Pi =

{
Pi ◦ ∂j−1, for i ⩽ j − 2

Pi−1 ◦ ∂j , for i ⩾ j + 1.

Proof. Note that it suffices to check the corresponding claims for the pi’s and dj ’s.
For the first two points, we note that on ∆n we have

p0 ◦ d0(t0, . . . , tn) = p0(0, t0, . . . , tn) = ((t0, . . . , tn),
∑

ti) = ((t0, . . . , tn), 1) = j1(t0, . . . , tn)

and

pn ◦ dn+1(t0, . . . , tn) = pn(t0, . . . , tn, 0) = ((t0, . . . , tn), 0) = j0(t0, . . . , tn).

For c), one checks that pi ◦ di = pi−1 ◦ di on ∆n: both give ((t0, . . . , tn),
∑n
j=i tj) on (t0, . . . , tn).

For d) in the case i ⩾ j + 1, consider the following diagram

∆n+1

pi

''

∆n

dj

99

pi−1
%%

∆n × [0, 1]

∆n−1 × [0, 1]

dj×id

77

Checking coordinates one sees that this diagram commutes. The remaining case follows from a similar
observation. □

Definition 4.3. We define P : Sn(X)→ Sn+1(X × [0, 1]) as P =
∑n
i=0(−1)iPi.

Lemma 4.4. The map P is a chain homotopy between (Sn(j0))n and (Sn(j1))n, i.e., ∂ ◦ P + P ◦ ∂ =
Sn(j1)− Sn(j0).

13



Proof. We take an α : ∆n → X and calculate

∂Pα+ P∂α =

n∑
i=0

n+1∑
j=0

(−1)i+j∂jPiα+

n−1∑
i=0

n∑
j=0

(−1)i+jPi∂jα.

If we single out the terms involving the pairs of indices (0, 0) and (n, n+1) in the first sum, we are left with

Sn(j1)(α)− Sn(j0)(α) +
∑

(i,j)̸=(0,0),(n,n+1)

(−1)i+j∂jPiα+

n−1∑
i=0

n∑
j=0

(−1)i+jPi∂jα.

Using Lemma 4.2 we see that only the first two summands survive. □

So, finally we can prove the main result of this section:

Theorem 4.5. (Homotopy invariance)
If f, g : X → Y are homotopic maps, then they induce the same map on homology.

Proof. Let H : X × [0, 1] → Y be a homotopy from f to g, i.e., H ◦ j0 = f and H ◦ j1 = g. Set
Kn := Sn+1(H) ◦ P . We claim that (Kn)n is a chain homotopy between (Sn(f))n and (Sn(g))n. Note that
H induces a chain map (Sn(H))n. Therefore we get

∂ ◦ Sn+1(H) ◦ P + Sn(H) ◦ P ◦ ∂ = Sn(H) ◦ ∂ ◦ P + Sn(H) ◦ P ◦ ∂
= Sn(H) ◦ (∂ ◦ P + P ◦ ∂)
= Sn(H) ◦ (Sn(j1)− Sn(j0)) = Sn(H ◦ j1)− Sn(H ◦ j0)
= Sn(g)− Sn(f).

Hence these two maps are chain homotopic and Hn(g) = Hn(f) for all n. □

Corollary 4.6. If two spaces X,Y are homotopy equivalent, then H∗(X) ∼= H∗(Y ). In particular, if
X is contractible, then

H∗(X) ∼=

{
Z, for ∗ = 0,

0, otherwise.

Examples. As Rn is contractible for all n, the above corollary gives that its homology is trivial but in
degree zero where it consists of the integers.

As the Möbius strip is homotopy equivalent to S1, we know that their homology groups are isomorphic.
If you know about vector bundles: the zero section of a vector bundle induces a homotopy equivalence

between the base and the total space, hence these two have isomorphic homology groups.

5. The long exact sequence in homology

A typical situation is that there is a subspace A of a topological space X and you might know something
about A or X and want to calculate the homology of the other space using that partial information.

But before we can move on to topological applications we need some techniques about chain complexes.
We need to know that a short exact sequence of chain complexes gives rise to a long exact sequence in
homology.

Definition 5.1. Let A,B,C be abelian groups and

A
f
//B

g
//C

a sequence of homomorphisms. Then this sequence is exact, if the image of f is the kernel of g.

Definition 5.2. If

. . .
fi+1

//Ai
fi //Ai−1

fi−1
// . . .

is a sequence of homomorphisms of abelian groups (indexed over the integers), then this sequence is called
(long) exact, if it is exact at every Ai, i.e., the image of fi+1 is the kernel of fi for all i.

14



An exact sequence of the form

0 //A
f
//B

g
//C //0

is called a short exact sequence.

Examples. The sequence

0 //Z 2· //Z π //Z/2Z //0

is a short exact sequence.

If ι : U → A is a monomorphism, then 0 //U
ι //A is exact. Similarly, an epimorphism ϱ : B → Q

gives rise to an exact sequence B
ϱ
//Q //0 and an isomorphism ϕ : A ∼= A′ sits in an exact sequence

0 //A
ϕ
//A′ //0.

A sequence

0 //A
f
//B

g
//C //0

is exact iff f is injective, the image of f is the kernel of g and g is an epimorphism. Another equivalent
description is to view a sequence as above as a chain complex with vanishing homology groups. Homology
measures the deviation from exactness.

Definition 5.3. If A∗, B∗, C∗ are chain complexes and f∗ : A∗ → B∗, g : B∗ → C∗ are chain maps, then
we call the sequence

A∗
f∗ //B∗

g∗ //C∗

exact, if the image of fn is the kernel of gn for all n ∈ Z.

Thus such an exact sequence of chain complexes is a commuting double ladder

...

d

��

...

d

��

...

d

��

An+1

fn+1
//

d

��

Bn+1

gn+1
//

d

��

Cn+1

d

��

An
fn //

d

��

Bn
gn //

d

��

Cn

d

��

An−1

fn−1
//

d��

Bn−1

gn−1
//

d��

Cn+1

d��

...
...

...

in which every row is exact.
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Example. Let p be a prime, then

0

��

0

��

0

��

Z id //

p

��

Z 0 //

p2

��

0

��

Z
p

//

π

��

Z π //

π

��

Z/pZ

id

��

Z/pZ
p
//

��

Z/p2Z π //

��

Z/pZ

��

0 0 0

has exact rows and columns, in particular it is an exact sequence of chain complexes. Here, π denotes varying
canonical projection maps.

Proposition 5.4. If 0 //A∗
f
//B∗

g
//C∗ //0 is a short exact sequence of chain complexes,

then there exists a homomorphism δ : Hn(C∗)→ Hn−1(A∗) for all n ∈ Z which is natural, i.e., if

0 // A∗
f
//

α

��

B∗
g
//

β

��

C∗ //

γ

��

0

0 // A′
∗

f ′
// B′

∗
g′
// C ′

∗
// 0

is a commutative diagram of chain maps in which the rows are exact then Hn−1(α) ◦ δ = δ ◦Hn(γ),

Hn(C∗)
δ //

Hn(γ)

��

Hn−1(A∗)

Hn−1(α)

��

Hn(C
′
∗)

δ // Hn−1(A
′
∗)

The method of proof is an instance of a diagram chase. The homomorphism δ is called connecting
homomorphism. The implicit claim in the proposition above is that δ is not always the zero map.

Proof. We show the existence of a δ first and then prove that the constructed map satisfies the natu-
rality condition.

a) Definition of δ:
Is c ∈ Cn with d(c) = 0, then we choose a b ∈ Bn with gnb = c. This is possible because gn is surjective.

We know that dgnb = dc = 0 = gn−1db thus db is in the kernel of gn−1, hence it is in the image of fn−1.
Thus there is an a ∈ An−1 with fn−1a = db. We have that fn−2da = dfn−1a = ddb = 0 and as fn−2 is
injective, this shows that a is a cycle.

We define δ[c] := [a].

Bn ∋ b �
gn // c ∈ Cn

An−1 ∋ a � fn−1
// db ∈ Bn−1

In order to check that δ is well-defined, we assume that there are b and b′ with gnb = gnb
′ = c. Then

gn(b− b′) = 0 and thus there is an ã ∈ An with fnã = b− b′. Define a′ as a− dã. Then

fn−1a
′ = fn−1a− fn−1dã = db− db+ db′ = db′

16



because fn−1dã = db − db′. As fn−1 is injective, we get that a′ is uniquely determined with this property.
As a is homologous to a′ we get that [a] = [a′] = δ[c], thus the latter is independent of the choice of b.

In addition, we have to make sure that the value stays the same if we add a boundary term to c, i.e.,
take c′ = c+ dc̃ for some c̃ ∈ Cn+1. Choose preimages of c, c̃ under gn and gn+1, i.e., b and b̃ with gnb = c

and gn+1b̃ = c̃. Then the element b′ = b+ db̃ has boundary db′ = db and thus both choices will result in the
same a.

Therefore δ : Hn(C∗)→ Hn−1(A∗) is well-defined.
b) We have to show that δ is natural with respect to maps of short exact sequences.
Let c ∈ Zn(C∗), then δ[c] = [a] for a b ∈ Bn with gnb = c and an a ∈ An−1 with fn−1a = db. Therefore,

Hn−1(α)(δ[c]) = [αn−1(a)].
On the other hand, we have

f ′n−1(αn−1a) = βn−1(fn−1a) = βn−1(db) = dβnb

and
g′n(βnb) = γngnb = γnc

and we can conclude that by the construction of δ

δ[γn(c)] = [αn−1(a)]

and this shows δ ◦Hn(γ) = Hn−1(α) ◦ δ. □

With this auxiliary result at hand we can now prove the main result in this section:

Proposition 5.5. For any short exact sequence

0 //A∗
f
//B∗

g
//C∗ //0

of chain complexes we obtain a long exact sequence of homology groups

. . .
δ //Hn(A∗)

Hn(f)
//Hn(B∗)

Hn(g)
//Hn(C∗)

δ //Hn−1(A∗)
Hn−1(f)

// . . .

Proof. a) Exactness at the spot Hn(B∗):
We have Hn(g) ◦Hn(f)[a] = [gn(fn(a))] = 0 because the composition of gn and fn is zero. This proves

that the image of Hn(f) is contained in the kernel of Hn(g).

For the converse, let [b] ∈ Hn(B∗) with [gnb] = 0. Then there is a c ∈ Cn+1 with dc = gnb. As gn+1 is
surjective, we find a b′ ∈ Bn+1 with gn+1b

′ = c. Hence

gn(b− db′) = gnb− dgn+1b
′ = dc− dc = 0.

Exactness gives an a ∈ An with fna = b − db′ and da = 0 and therefore fna is homologous to b and
Hn(f)[a] = [b] thus the kernel of Hn(g) is contained in the image of Hn(f).

b) Exactness at the spot Hn(C∗):
Let b ∈ Hn(B∗), then δ[gnb] = 0 because b is a cycle, so 0 is the only preimage under fn−1 of db = 0.

Therefore the image of Hn(g) is contained in the kernel of δ.

Now assume that δ[c] = 0, thus in the construction of δ, the a is a boundary, a = da′. Then for a
preimage of c under gn, b, we have by the definition of a

d(b− fna′) = db− dfna′ = db− fn−1a = 0.

Thus b − fna′ is a cycle and gn(b − fna′) = gnb − gnfna′ = gnb − 0 = gnb = c, so we found a preimage for
[c] and the kernel of δ is contained in the image of Hn(g).

c) Exactness at Hn−1(A∗):
Let c be a cycle in Zn(C∗). Again, we choose a preimage b of c under gn and an a with fn−1(a) = db.

Then Hn−1(f)δ[c] = [fn−1(a)] = [db] = 0. Thus the image of δ is contained in the kernel of Hn−1(f).

If a ∈ Zn−1(A∗) with Hn−1(f)[a] = 0. Then fn−1a = db for some b ∈ Bn. Take c = gnb. Then by
definition δ[c] = [a]. □
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6. The long exact sequence of a pair of spaces

Let X be a topological space and A ⊂ X a subspace of X. Consider the inclusion map i : A → X,
i(a) = a. We obtain an induced map Sn(i) : Sn(A) → Sn(X), but we know that the inclusion of spaces
doesn’t have to yield a monomorphism on homology groups. For instance, we can include A = S1 into
X = D2.

We consider pairs of spaces (X,A).

Definition 6.1. The relative chain complex of (X,A) is

S∗(X,A) := S∗(X)/S∗(A).

Alternatively, Sn(X,A) is isomorphic to the free abelian group generated by all n-simplices β : ∆n → X
whose image is not completely contained in A, i.e., β(∆n) ∩ (X \A) ̸= ∅.

Definition 6.2.
• Elements in Sn(X,A) are called relative chains in (X,A)
• Cycles in Sn(X,A) are chains c with ∂X(c) whose generators have image in A. These are relative
cycles.

• Boundaries in Sn(X,A) are chains c in X such that c = ∂Xb+ a where a is a chain in A.

A continuous map f : X → Y with f(A) ⊂ B is denoted by f : (X,A) → (Y,B). Such maps induce
chain maps S∗(f) : S∗(X,A)→ S∗(Y,B).

The following facts are immediate from the definition:

(a) Sn(X,∅) ∼= Sn(X).
(b) Sn(X,X) = 0.
(c) Sn(X ⊔X ′, X ′) ∼= Sn(X).

Definition 6.3. The relative homology groups of (X,A) are

Hn(X,A) := Hn(S∗(X,A)).

Theorem 6.4. For any pair of topological spaces A ⊂ X we obtain a long exact sequence

. . .
δ //Hn(A)

Hn(i)
//Hn(X) //Hn(X,A)

δ //Hn−1(A)
Hn−1(i)

// . . .

For a map f : (X,A)→ (Y,B) we get an induced map of long exact sequences

. . .
δ // Hn(A)

Hn(f |A)

��

Hn(i)
// Hn(X)

Hn(f)

��

// Hn(X,A)

Hn(f)

��

δ // Hn−1(A)

Hn−1(f |A)

��

Hn−1(i)
// . . .

. . .
δ
// Hn(B)

Hn(i)
// Hn(Y ) // Hn(Y,B)

δ
// Hn−1(B)

Hn−1(i)
// . . .

Proof. By definition of S∗(X,A) the sequence

0 //S∗(A)
S∗(i)

//S∗(X)
π //S∗(X,A) //0

is an exact sequence of chain complexes and by Proposition 5.5 we obtain the first claim. For a map f as
above the following diagram

0 // Sn(A)

Sn(f |A)

��

Sn(i)
// Sn(X)

Sn(f)

��

π // Sn(X,A)

Sn(f)/Sn(f |A)

��

// 0

0 // Sn(B)
Sn(i)

// Sn(Y )
π // Sn(Y,B) // 0

commutes. □

Example. Let A = Sn−1 and X = Dn, then we know that Hj(i) is trivial for j > 0. From the long exact
sequence we get that δ : Hj(Dn,Sn−1) ∼= Hj−1(Sn−1) for j > 1 and n ⩾ 1.
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Proposition 6.5. If i : A ↪→ X is a weak retract, i.e., if there is an r : X → A with r ◦ i ≃ idA, then

Hn(X) ∼= Hn(A)⊕Hn(X,A), 0 ⩽ n.

Proof. From the assumption we get that Hn(r)◦Hn(i) = Hn(idA) = idHn(A) for all n and hence Hn(i)

is injective for all n. This implies that 0 //Hn(A)
Hn(i)

//Hn(X) is exact. Injectivity of Hn−1(i) yields
that the image of δ : Hn(X,A)→ Hn−1(A) is trivial. Therefore we get short exact sequences

0 //Hn(A)
Hn(i)

//Hn(X)
π∗ //Hn(X,A) //0

for all n. As Hn(r) is a left-inverse for Hn(i) we obtain a splitting

Hn(X) ∼= Hn(A)⊕Hn(X,A)

because we map [c] ∈ Hn(X) to ([rc], π∗[c]) with inverse

Hn(A)⊕Hn(X,A) ∋ ([a], [b]) 7→ Hn(i)[a] + [a′]−Hn(i ◦ r)[a′] ∈ Hn(X)

for any [a′] ∈ Hn(X) with π∗[a
′] = [b]. The second map is well-defined: if [a′′] is another element with

π∗[a
′′] = [b], then [a′ − a′′] is of the form Hn(i)[ã] because this element is in the kernel of π∗ and hence

[a′ − a′′]−Hn(ir)[a
′ − a′′] is trivial. □

Proposition 6.6. For any ∅ ̸= A ⊂ X such that A ⊂ X is a deformation retract we get

Hn(i) : Hn(A) ∼= Hn(X), Hn(X,A) ∼= 0, 0 ⩽ n.

Proof. Recall, that i : A ↪→ X is a deformation retract, if there is a homotopy R : X × [0, 1]→ X such
that

(a) R(x, 0) = x for all x ∈ X,
(b) R(x, 1) ∈ A for all x ∈ X, and
(c) R(a, 1) = a for all a ∈ A.
In particular, R is a homotopy from idX to i ◦ r where r = R(−, 1) : X → A. Condition (c) can be

rewritten as r ◦ i = idA, i.e., r is a retraction, and thus A and X are homotopically equivalent and Hn(i) is
an isomorphism for all n ⩾ 0. □

Definition 6.7. If X has two subspaces A,B ⊂ X, then (X,A,B) is called a triple, if B ⊂ A ⊂ X.

Any triple gives rise to three pairs of spaces (X,A), (X,B) and (A,B) and accordingly we have three
long exact sequences in homology. But there is another one.

Proposition 6.8. For any triple (X,A,B) there is a natural long exact sequence

. . . //Hn(A,B) //Hn(X,B) //Hn(X,A)
δ //Hn−1(A,B) // . . .

This sequence is part of the following braided commutative diagram displaying four long exact sequences

. . .

&&

. . .

Hn+1(X,A)
!!

&&

Hn(A,B)
""

&&

Hn−1(B)

$$

99

. . .

99

%%

Hn(A)

99

%%

Hn(X,B)

88

&&

. . .

Hn(B)
==

88

Hn(X)
<<

88

Hn(X,A)

::

%%. . .

88

. . .
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In particular, the connecting homomorphism δ : Hn(X,A) → Hn−1(A,B) is the composite δ = π
(A,B)
∗ ◦

δ(X,A).

Proof. Consider the sequence

0 //Sn(A)/Sn(B) //Sn(X)/Sn(B) //Sn(X)/Sn(A) //0.

This sequence is exact, because Sn(B) ⊂ Sn(A) ⊂ Sn(X). □

7. Excision

The aim is to simplify relative homology groups. Let A ⊂ X be a subspace. Then it is easy to see that
H∗(X,A) is not isomorphic to H∗(X \A): Consider the figure eight as X and A as the point connecting the
two copies of S1, then H0(X,A) is trivial, but H0(X \A) ∼= Z⊕ Z.

&%
'$

&%
'$
•

So if we want to simplify H∗(X,A) by excising something, then we have to be more careful. The first
step towards that is to make singular simplices ’smaller’. The technique is called barycentric subdivision
and that is a tool that’s frequently used.

First, we construct cones. Let v ∈ ∆p and let α : ∆n → ∆p be a singular n-simplex in ∆p.

Definition 7.1. The cone of α with respect to v is Kv(α) : ∆
n+1 → ∆p,

(t0, . . . , tn+1) 7→

{
(1− tn+1)α(

t0
1−tn+1

, . . . , tn
1−tn+1

) + tn+1v, tn+1 < 1,

v, tn+1 = 1.

This map is well-defined and continuous. On the standard basis vectors Kv gives Kv(ei) = α(ei) for
0 ⩽ i ⩽ n but Kv(en+1) = v. Extending Kv linearly gives a map

Kv : Sn(∆
p)→ Sn+1(∆

p).

Lemma 7.2. The map Kv satisfies

• ∂Kv(c) = ε(c).κv − c for c ∈ S0(∆
p), κv(e0) = v and ε the augmentation.

• For n > 0 we have that ∂ ◦Kv −Kv ◦ ∂ = (−1)n+1id.

Proof. For a singular 0-simplex α : ∆0 → ∆p we know that ε(α) = 1 and we calculate

∂Kv(α)(e0) = (Kv(α) ◦ d0)(e0)− (Kv(α) ◦ d1)(e0) = Kv(α)(e1)−Kv(α)(e0) = v − α(e0).

For n > 0 we have to calculate ∂iKv(α) and it is straightforward to see that ∂n+1Kv(α) = α and
∂i(Kv(α)) = Kv(∂iα) for all i < n+ 1. □

Definition 7.3. For α : ∆n → ∆p let v(α) = v := 1
n+1

∑n
i=0 α(ei). The barycentric subdivision

B : Sn(∆p)→ Sn(∆p) is defined inductively as B(α) = α for α ∈ S0(∆p) and B(α) = (−1)nKv(B(∂α)) for
n > 0.

For n ⩾ 1 this yields B(α) =
∑n
i=0(−1)n+iKv(B(∂iα)).

If we take n = p and α = id∆n , then for small n this looks as follows: You cannot subdivide a point any
further. For n = 1 we get

@
@

@I

@
@
@R

•

•

•
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And for n = 2 we get (up to tilting)

@
@

@
@

@
@@

@
@

•

•

•
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�
�

�
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•

• •���������

PPPPPPPPP •

Lemma 7.4. The barycentric subdivision is a chain map.

Proof. We have to show that ∂B = B∂. If α is a singular zero chain, then ∂Bα = ∂α = 0 and
B∂α = B(0) = 0.

Let n = 1. Then

∂Bα = −∂KvB(∂0α) + ∂KvB(∂1α).

But the boundary terms are zero chains and there B is the identity so we get

−∂Kv(∂0α) + ∂Kv(∂1α) = −κv + ∂0α+ κv − ∂1α = ∂α = B∂α.

(Note, that the v is v(α), not a v(∂iα).)
We prove the claim inductively, so let α ∈ Sn(∆p). Then

∂Bα =(−1)n∂Kv(B∂α)

=(−1)n((−1)nB∂α+Kv∂B∂α)

=B∂α+ (−1)nKvB∂∂α = B∂α.

Here, the first equality is by definition, the second one follows by Lemma 7.2 and then we use the induction
hypothesis and the fact that ∂∂ = 0. □

Our aim is to show that B doesn’t change anything on the level of homology groups and to that end we
prove that it is chain homotopic to the identity.

We construct ψn : Sn(∆
p)→ Sn+1(∆

p) again inductively as

ψ0(α) := 0, ψn(α) := (−1)n+1Kv(Bα− α− ψn−1∂α)

with v = 1
n+1

∑n
i=0 α(ei).

Lemma 7.5. The sequence (ψn)n is a chain homotopy from B to the identity.

Proof. For n = 0 we have ∂ψ0 = 0 and this agrees with B − id in that degree.
For n = 1, we get

∂ψ1 + ψ0∂ = ∂ψ1 = ∂(KvB −Kv −Kvψ0∂) = ∂KvB − ∂Kv.

With Lemma 7.2 we can transform the latter to B + Kv∂B − ∂Kv and as B is a chain map, this is B +
KvB∂ − ∂Kv. In chain degree one B∂ agrees with ∂, thus this reduces to

B +Kv∂ − ∂Kv = B − (∂Kv −Kv∂) = B − id.

So, finally we can do the inductive step:

∂ψn =(−1)n+1∂Kv(B − id− ψn−1∂)

=(−1)n+1∂KvB − (−1)n+1∂Kv − (−1)n+1∂Kvψn−1∂

=(−1)n+1((−1)n+1B +Kv∂B)

− (−1)n+1((−1)n+1id +Kv∂)

− (−1)n+1((−1)n+1ψn−1∂ +Kv∂ψn−1∂)

=B − id− ψn−1∂ + remaining terms

The equation

Kv∂ψn−1∂ +Kvψn−2∂
2 = KvB∂ −Kv∂

from the inductive assumption ensures that these remaining terms give zero. □
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Definition 7.6. A singular n-simplex α : ∆n → ∆p is called affine, if

α(

n∑
i=0

tiei) =

n∑
i=0

tiα(ei).

We abbreviate α(ei) with vi, so α(
∑n
i=0 tiei) =

∑n
i=0 tivi and we call the vi’s the vertices of α.

Definition 7.7. Let A be a subset of a metric space (X, d). The diameter of A is

sup{d(x, y)|x, y ∈ A}

and we denote it by diam(A).
Accordingly, the diameter of an affine n-simplex α in ∆p is the diameter of its image, and we abbreviate

that with diam(α).

Lemma 7.8. For any affine α every simplex in the chain Bα has diameter ⩽ n
n+1diam(α).

Either you believe this lemma, or you prove it, or you check Bredon, Proof of Lemma 13.7 (p. 226).
Each simplex in Bα is again affine; this allows us to iterate the application of B and get smaller and

smaller diameter. Thus, the k-fold iteration, Bk(α), has diameter at most
(

n
n+1

)k
diam(α).

In the following we use the easy but powerful trick to express α as

α = α ◦ id∆n = Sn(α)(id∆n).

This allows us to use the barycentric subdivision for general spaces.

Definition 7.9.
(a) We define BXn : Sn(X)→ Sn(X) as

BXn (α) := Sn(α) ◦B(id∆n).

(b) Similarly, ψXn : Sn(X)→ Sn+1(X) is

ψXn (α) := Sn+1(α) ◦ ψn(id∆n).

Lemma 7.10. The maps BX are natural in X and are homotopic to the identity on Sn(X).

Proof. Let f : X → Y be a continuous map. We have

Sn(f)B
X
n (α) =Sn(f) ◦ Sn(α) ◦B(id∆n)

=Sn(f ◦ α) ◦B(id∆n)

=BYn (f ◦ α).

The calculation for ∂ψXn + ψXn−1∂ = BXn − idSn(X) uses that α induces a chain map and thus we get

∂ψXn (α) = ∂ ◦ Sn+1(α) ◦ ψn(id∆n) = Sn(α) ◦ ∂ ◦ ψn(id∆n).

Hence

∂ψXn + ψXn−1∂ = Sn(α) ◦ (∂ ◦ ψn(id∆n) + ψn−1 ◦ ∂(id∆n)) = Sn(α) ◦ (B − id)(id∆n) = BXn (α)− α.

□

Now we consider singular n-chains that are spanned by ’small’ singular n-simplices.

Definition 7.11. Let U = {Ui, i ∈ I} be an open covering of X. Then SU
n (X) is the free abelian group

generated by all α : ∆n → X such that the image of ∆n under α is contained in one of the Ui ∈ U.

Note that SU
n (X) is an abelian subgroup of Sn(X). As we will see now, these chains suffice to detect

everything in singular homology.

Lemma 7.12. Every chain in Sn(X) is homologous to a chain in SU
n (X).
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Proof. Let α =
∑m
j=1 λjαj ∈ Sn(X) and let Lj for 1 ⩽ j ⩽ m be the Lebesgue numbers for the

coverings {α−1
j (Ui), i ∈ I} of ∆n. Choose a k, such that

(
n
n+1

)k
⩽ L1, . . . , Lm. Then Bkα1 up to Bkαm

are all in SU
n (X). Therefore

Bk(α) =

m∑
j=1

λjB
k(αj) =: α′ ∈ SU

n (X).

As B is homotopic to the identity we have

α ∼ Bα ∼ . . . ∼ Bkα = α′.

□

With this we get the main result of this section:

Theorem 7.13. Let W ⊂ A ⊂ X such that W̄ ⊂ Å. Then the inclusion i : (X \W,A \W ) ↪→ (X,A)
induces an isomorphism

Hn(i) : Hn(X \W,A \W ) ∼= Hn(X,A)

for all n ⩾ 0.

Proof. We first prove that Hn(i) is surjective, so let c ∈ Sn(X,A) be a relative cycle, i.e., let ∂c ∈
Sn−1(A). There is a k such that c′ := Bkc is a chain in SU

n (X) for the open covering U = {Å,X \ W̄} =:
{U, V }. We decompose c′ as c′ = cU+cV with cU and cV being elements in the corresponding chain complex.
(This decomposition is not unique.)

We know that the boundary of c′ is ∂c′ = ∂Bkc = Bk∂c and by assumption this is a chain in Sn−1(A).
But ∂c′ = ∂cU + ∂cV with ∂cU ∈ Sn−1(U) ⊂ Sn−1(A). Thus, ∂cV ∈ Sn−1(A), in fact, ∂cV ∈ Sn−1(A \W )
and therefore cV is a relative cycle in Sn(X \W,A\W ). This shows that Hn(i)[c

V ] = [c] ∈ Hn(X,A) because
[c] = [cU + cV ] = [cV ] in Hn(X,A).

The injectivity ofHn(i) is shown as follows. Assume that there is a c ∈ Sn(X\W ) with ∂c ∈ Sn−1(A\W )
and assume Hn(i)[c] = 0, i.e., c is of the form c = ∂b+ a′ with b ∈ Sn+1(X) and a′ ∈ Sn(A) and write b as
bU + bV with bU ∈ Sn+1(U) ⊂ Sn+1(A) and b

V ∈ Sn+1(V ) ⊂ Sn+1(X \W ). Then

c = ∂bU + ∂bV + a′.

But ∂bU and a′ are elements in Sn(A \W ) and hence c = ∂bV ∈ Sn(X \W,A \W ). □

8. Mayer-Vietoris sequence

We consider the following situation: Assume that there are subspaces X1, X2 ⊂ X such that X1 and
X2 are open in X and such that X = X1 ∪X2. We consider the open covering U = {X1, X2}. We need the
following maps:

X1

κ1

  

X1 ∩X2

i1

::

i2
$$

X.

X2

κ2

>>

Note that by definition, the sequence

(8.1) 0 //S∗(X1 ∩X2)
(i1,i2)

//S∗(X1)⊕ S∗(X2) //SU
∗ (X) //0

is exact. Here, the second map is
(α1, α2) 7→ κ1(α1)− κ2(α2).

Theorem 8.1. (The Mayer-Vietoris sequence)
There is a long exact sequence

. . .
δ //Hn(X1 ∩X2) //Hn(X1)⊕Hn(X2) //Hn(X)

δ //Hn−1(X1 ∩X2) // . . .
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Walther Mayer: 1887–1948 https://en.wikipedia.org/wiki/Walther_Mayer

Leopold Vietoris: 1891–2002 (!) https://en.wikipedia.org/wiki/Leopold_Vietoris

Proof. The proof follows from Lemma 7.12, because HU
n (X) ∼= Hn(X). □

As an application, we calculate the homology groups of spheres. Let X = Sm and let X± := Sm \
{∓em+1}. The subspaces X+ and X− are contractible and therefore H∗(X

±) = 0 for all positive ∗.
The Mayer-Vietoris sequence is as follows

. . .
δ //Hn(X

+ ∩X−) //Hn(X
+)⊕Hn(X

−) //Hn(Sm)
δ //Hn−1(X

+ ∩X−) // . . .

For n > 1 we can deduce

Hn(Sm) ∼= Hn−1(X
+ ∩X−) ∼= Hn−1(Sm−1).

The first map is the connecting homomorphism and the second map is Hn−1(i) : Hn−1(Sm−1)→ Hn−1(X
+∩

X−) where i is the inclusion of Sm−1 into X+ ∩ X− and this inclusion is a homotopy equivalence. Thus
define D := Hn−1(i)

−1 ◦ δ. This D is an isomorphism for all n ⩾ 2.
We have to controll what is going on in small degrees and dimensions.
We know from the Hurewicz isomorphism that H1(Sm) is trivial for m > 1. If we want to see that via

the Mayer-Vietoris sequence, we have to understand the map

Z ∼= H0(X
+ ∩X−)→ H0(X

+)⊕H0(X
−) ∼= Z⊕ Z.

Let 1 be a base point of X+ ∩X−. Then the map on H0 is

[1] 7→ ([1], [1]).

This map is injective and therefore the connecting homomorphism δ : H1(Sm) → H0(X
+ ∩ X−) is trivial

and we obtain that

H1(Sm) ∼= 0, m > 1.

Next, we consider the case of n = 1 = m. In this case the intersection X+ ∩ X− splits into two
components. We choose a P+ ∈ X+ and a P− ∈ X−. Then, for H0(i1, i2) we have

H0(X
+)⊕H0(X

−) ∋ (H0(i1)[P+], H0(i2)[P−]) ∼ ([e2], [−e2]).
Thus [P+] 7→ ([e2], 0) and [P−] 7→ (0, [−e2]) and the difference [P+]− [P−] generates the kernel of H0(κ1)−
H0(κ2):

(H0(κ1)−H0(κ2))([e2], [−e2]) = 0.

Consider the exact sequence

0 //H1S1
δ //H0(X

+ ∩X−)
(H0(i1),H0(i2))

//H0(X
+)⊕H0(X

−) //H0S1

which gives

0 //H1S1
δ //Z⊕ Z //Z⊕ Z //Z.

where [P+] − [P−] 7→ ([e2], [e2]) 7→ 0. The image of (H0(i1), H0(i2)) is isomorphic to the kernel of the
difference of H0(κ1) and H0(κ2) and this is isomorphic to the free abelian group generated by ([e2], [e2])
which is Z. Therefore

0 //H1S1
δ //Z⊕ Z //Z //0

is short exact and H1S1 ∼= Z. (We already knew this from the Hurewicz isomorphism.)
For 0 < n < m we get

HnSm
∼= //Hn−1Sm−1

∼= // . . .
∼= //H1(Sm−n+1) ∼= π1(Sm−n+1).

and the latter is trivial.
Similarly, for 0 < m < n we have

HnSm
∼= //Hn−1Sm−1

∼= // . . .
∼= //Hn−m+1(S1) ∼= 0.

The last claim follows directly by another simple Mayer-Vietoris argument.
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The remaining case 0 < m = n gives something non-trivial

HnSn
∼= //Hn−1Sn−1

∼= // . . .
∼= //H1(S1) ∼= Z.

We can summarize the result as follows.

Proposition 8.2.

Hn(Sm) ∼=


Z⊕ Z, n = m = 0,

Z, n = 0,m > 0,

Z, n = m > 0,

0, otherwise.

Definition 8.3. Let µ0 := [P+] − [P−] ∈ H0(X
+ ∩ X−) ∼= H0(S0) and let µ1 ∈ H1(S1) ∼= π1(S1) be

given by the degree one map (aka the class of the identity on S1, aka the class of the loop t 7→ e2πit).
Define the higher µns via Dµn = µn−1. Then µn is called the fundamental class in Hn(Sn).

In order to obtain a relative version of the Mayer-Vietoris sequence, we need a tool from homological
algebra.

Lemma 8.4. (The five-lemma)
Let

A1
α1 //

f1

��

A2
α2 //

f2

��

A3
α3 //

f3

��

A4
α4 //

f4

��

A5

f5

��

B1
β1 // B2

β2 // B3
β3 // B4

β4 // B5

be a commutative diagram of exact sequences. If f1, f2, f4, f5 are isomorphisms, then so is f3.

Proof. Again, we are chasing diagrams.
In order to prove that f3 is injective, assume that there is an a ∈ A3 with f3a = 0. Then β3f3a =

f4α3a = 0, as well. But f4 is injective, thus α3a = 0. Exactness of the top row gives, that there is an a′ ∈ A2

with α2a
′ = a. This implies

f3α2a
′ = f3a = 0 = β2f2a

′.

Exactness of the bottom row gives us a b ∈ B1 with β1b = f2a
′, but f1 is an isomorphism so we can lift b to

a1 ∈ A1 with f1a1 = b.
Thus f2α1a1 = β1b = f2a

′ and as f2 is injective, this implies that α1a1 = a′. So finally we get that
a = α2a

′ = α2α1a1, but the latter is zero, thus a = 0.
For the surjectivity of f3 assume b ∈ B3 is given. Move b over to B4 via β3 and set a := f−1

4 β3b.
Consider f5α4a. This is equal to β4β3b and hence trivial. Therefore α4a = 0 and thus there is an a′ ∈ A3

with α3a
′ = a. Then b− f3a′ is in the kernel of β3 because

β3(b− f3a′) = β3b− f4α3a
′ = β3b− f4a = 0.

Hence we get a b2 ∈ B2 with β2b2 = b− f3a′. Define a2 as f−1
2 (b2), so a

′ + α2a2 is in A3 and

f3(a
′ + α2a2) = f3a

′ + β2f2a2 = f3a
′ + β2b2 = f3a

′ + b− f3a′ = b.

□

We now consider a relative situation, so let X be a topological space with A,B ⊂ X open in A∪B and
set U := {A,B}. This is an open covering of A ∪ B. The following diagram of exact sequences combines
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absolute chains with relative ones:

0

��

0

��

0

��

0

��

Sn(A ∪B)

��

0 // Sn(A ∩B)

��

// Sn(A)⊕ Sn(B)

��

// SU
n (A ∪B)

φ
44

��

// 0

��

Sn(X)

��

0 // Sn(X)

��

∆ // Sn(X)⊕ Sn(X)

��

diff // Sn(X)

��

// 0

��

Sn(X,A ∪B)

��

0 // Sn(X,A ∩B)

��

// Sn(X,A)⊕ Sn(X,B) //

��

Sn(X)/SU
n (A ∪B)

��

//

ψ
44

0 0

0 0 0

Here, ψ is induced by the inclusion φ : SU
n (A ∪ B) → Sn(A ∪ B), ∆ denotes the diagonal map and diff the

difference map. It is clear that the first two rows are exact. That the third row is exact follows by the
nine-lemma or a direct diagram chase.

Consider the two right-most non-trivial columns in this diagram. Each gives a long exact sequence in
homology and we focus on five terms.

Hn(S
U
∗ (A ∪B)) //

Hn(φ)

��

Hn(X) // Hn(S∗(X)/SU
∗ (A ∪B))

Hn(ψ)

��

δ // Hn−1(S
U
∗ (A ∪B)) //

Hn−1(φ)

��

Hn−1(X)

Hn(A ∪B) // Hn(X) // Hn(X,A ∪B)
δ // Hn−1(A ∪B) // Hn−1(X)

Then by the five-lemma, as Hn(φ) and Hn−1(φ) are isomorphisms, so is Hn(ψ). This observation together
with the bottom non-trivial exact row proves the following.

Theorem 8.5. (Relative Mayer-Vietoris sequence)
If A,B ⊂ X are open in A ∪B, then the following sequence is exact:

. . .
δ //Hn(X,A ∩B) //Hn(X,A)⊕Hn(X,B) //Hn(X,A ∪B)

δ // . . .

9. Reduced homology and suspension

For any path-connected space we have that the zeroth homology group is isomorphic to the integers, so
somehow this copy of Z is superfluous information and we want to get rid of it in a civilized manner. Let P
denote the one-point topological space. Then for any space X there is a continuous map ε : X → P .

Definition 9.1. We define H̃n(X) := ker(Hn(ε) : Hn(X)→ Hn(P )) and call it the reduced nth homology
group of the space X.

• Note that H̃n(X) ∼= Hn(X) for all positive n.

• If X is path-connected, then H̃0(X) = 0.
• For any choice of a base point x ∈ X we get

H̃n(X)⊕Hn({x}) ∼= Hn(X)

because Hn(P ) ∼= Hn({x}) and the composition

{x} ↪→ X → {x}
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is the identity. Therefore, H̃n(X) ∼= Hn(X, {x}) because the retraction r : X → {x} splits the exact
sequence

. . . Hn({x})→ Hn(X)→ Hn(X, {x})→ . . .

• We can prolong the singular chain complex S∗(X) and consider S̃∗(X):

. . . //S1(X) //S0(X)
ε //Z //0.

where ε(α) = 1 for every singular 0-simplex α. This is precisely the augmentation we considered
before. Then for all n ⩾ 0,

H̃∗(X) ∼= H∗(S̃∗(X)).

As every continuous map f : X → Y induces a chain map S∗(f) : S∗(X)→ S∗(Y ) and as εY ◦S0(f) = εX

we obtain the following result.

Lemma 9.2. The assignment X 7→ H∗(S̃∗(X)) is a functor, i.e., for a continuous f : X → Y we get

an induced map H∗(S̃∗(f)) : H∗(S̃∗(X)) → H∗(S̃∗(Y )) such that the identity on X induces the identity and
composition of maps is respected.

Similarly, H̃∗(−) is a functor.

Definition 9.3. For ∅ ̸= A ⊂ X we define

H̃n(X,A) := Hn(X,A).

As we identified reduced homology groups with relative homology groups we obtain a reduced version
of the Mayer-Vietoris sequence. A similar remark applies to the long exact sequence for a pair of spaces.

Proposition 9.4. For each pair of spaces, there is a long exact sequence

. . . // H̃n(A) // H̃n(X) // H̃n(X,A) // H̃n−1(A) // . . .

and a reduced Mayer-Vietoris sequence.

Examples.
1) Recall that we can express RP 2 as the quotient space of S2 modulo antipodal points or as a quotient

of D2:
RP 2 ∼= S2/± id ∼= D2/z ∼ −z for z ∈ S1.

We use the latter definition and set X = RP 2, X1 = X \ {[0, 0]} (which is an open Möbius strip and hence

homotopically equivalent to S1) and X2 = D̊2. Then

X1 ∩X2 = D̊2 \ {[0, 0]} ≃ S1.
Thus we know that H1(X1) ∼= Z, H1(X2) ∼= 0 and H2X1 = H2X2 = 0. We choose generators for H1(X1)
and H1(X1 ∩X2) as follows.

����
&%
'$
− −• γ

a

Let a be the path that runs along the outer circle in mathematical positive direction half around starting
from the point (1, 0). Let γ be the loop that runs along the inner circle in mathematical positive direction.
Then the inclusion i : X1 ∩X2 → X1 induces

H1(i)[γ] = 2[a].

This suffices to compute H∗(RP 2) up to degree two because the long exact sequence is

H̃2(X1)⊕ H̃2(X2) = 0→ H̃2(X)→ H̃1(X1 ∩X2) ∼= Z→ H̃1(X1) ∼= Z→ H̃1(X)→ H̃0(X1 ∩X2) = 0.
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On the two copies of the integers, the map is given as above and thus we obtain:

H2(RP 2) ∼= ker(2· : Z→ Z) = 0,

H1(RP 2) ∼= coker(2· : Z→ Z) ∼= Z/2Z,
H0(RP 2) ∼= Z.

The higher homology groups are trivial, because there Hn(RP 2) is located in a long exact sequence between
trivial groups.

2) We can now calculate the homology groups of bouquets of spaces in terms of the homology groups of
the single spaces, at least in good cases. Let (Xi)i∈I be a family of topological spaces with chosen basepoints
xi ∈ Xi. Consider

X =
∨
i∈I

Xi.

If the inclusion of xi into Xi is pathological, then we cannot apply the Mayer-Vietoris sequence. However,
we get the following:

Proposition 9.5. If there are open neighbourhoods Ui of xi ∈ Xi together with a deformation of Ui to
{xi}, then we have for any finite E ⊂ I

H̃n(
∨
i∈E

Xi) ∼=
⊕
i∈E

H̃n(Xi).

In the situation above we say that the Xi are well-pointed with respect to xi.

Proof. First we consider the case of two bouquet summands. We have X1 ∨ U2 ∪ U1 ∨X2 as an open
covering of X1 ∨X2. The Mayer-Vietoris sequence then gives that Hn(X) ∼= Hn(X1 ∨ U2) ⊕Hn(U1 ∨X2)
for n > 0. For H0 we get the exact sequence

0→ H̃0(X1 ∨ U2)⊕ H̃0(U1 ∨X2)→ H̃0(X)→ 0.

By induction we obtain the case of finitely many bouquet summands. □

We also get

H̃n(
∨
i∈I

Xi) ∼=
⊕
i∈I

H̃n(Xi)

but for this one needs a colimit argument. We postpone that for a while.
We can extend such results to the full relative case. Let A ⊂ X be a closed subspace and assume that

A is a deformation retract of an open neighbourhood A ⊂ U . Let π : X → X/A be the canonical projection
and b = {A} the image of A. Then X/A is well-pointed with respect to b.

Proposition 9.6. In the situation above

Hn(X,A) ∼= H̃n(X/A), 0 ⩽ n.

Proof. The canonical projection, π, induces a homeomorphism (X \A,U \A) ∼= (X/A\{b}, π(U)\{b}).
Consider the following diagram:

Hn(X,A)
∼= //

Hn(π)

��

Hn(X,U) Hn(X \A,U \A)
∼=oo

Hn(π)∼=
��

Hn(X/A, b)
∼= // Hn(X/A, π(U)) Hn(X/A \ {b}, π(U) \ {b})

∼=oo

The upper and lower left arrows are isomorphisms because A is a deformation retract of U , the isomorphism
in the upper right is a consequence of excision, because A = Ā ⊂ U and the lower right one follows from
excision as well. □

Theorem 9.7. (Suspension isomorphism) If A ⊂ X is as above, then

Hn(ΣX,ΣA) ∼= H̃n−1(X,A), for all n > 0.
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Proof. Consider the inclusion of pairs (X,A) ⊂ (CX,CA) ⊂ (ΣX,ΣA) and the triple (CX,X ∪
CA,CA). We obtain the corresponding long exact sequence on homology groups

. . . //Hn(CX,CA) //Hn(CX,CA ∪X)
δ //H̃n−1(X ∪ CA,CA) // . . .

By Proposition 9.6 we get that H̃n(CX,CA∪X) ∼= H̃n(CX/CA∪X) and H̃n−1(X ∪CA,CA) ∼= H̃n−1(X ∪
CA/CA) and the latter is isomorphic to H̃n−1(X/A) ∼= H̃n−1(X,A). Similarly, as CX/CA ∪X ≃ ΣX/ΣA,
we get

H̃n(CX,CA ∪X) ∼= H̃n(CX/CA ∪X) ∼= H̃n(ΣX/ΣA) ∼= Hn(ΣX,ΣA).

X ∪ CA/CA ∼= X/A:
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□

Note, that the corresponding statement is terribly wrong for homotopy groups. We have ΣS2 ∼= S3, but
π3(S2) ∼= Z, whereas π4(S3) ∼= Z/2Z, so homotopy groups (unlike homology groups) don’t satisfy such an
easy form of a suspension isomorphism. There is a Freundenthal suspension theorem for homotopy groups,
but that’s more complicated (https://en.wikipedia.org/wiki/Freudenthal_suspension_theorem). For
the above case it yields:

Z/2Z ∼= π1+3(S3) ∼= π1+4(S4) ∼= . . . =: πs1
where πs1 denotes the first stable homotopy group.

Freudenthal: 1905–1990 https://en.wikipedia.org/wiki/Hans_Freudenthal

10. Mapping degree

Recall that we defined fundamental classes µn ∈ H̃n(Sn) for all n ⩾ 0. Let f : Sn → Sn be any continuous
map.

Definition 10.1. The map f induces a homomorphism

H̃n(f) : H̃n(Sn)→ H̃n(Sn)
and therefore we get

H̃n(f)µn = deg(f)µn

with deg(f) ∈ Z. We call this integer the degree of f .
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In the case n = 1 we can relate this notion of a mapping degree to the one defined via the fundamental
group of the 1-sphere: if we represent the generator of π1(S1, 1) as the class given by the loop

ω : [0, 1]→ S1, t 7→ e2πit,

then the abelianized Hurewicz, hab : π1(S1, 1) → H1(S1), sends the class of ω precisely to µ1 and therefore
the naturality of hab

π1(S1, 1)
π1(f)

//

hab

��

π1(S1, 1)

hab

��

H1(S1)
H1(f)

// H1(S1)

shows that

deg(f)µ1 = H1(f)µ1 = hab(π1(f)[w]) = hab(k[w]) = kµ1.

where k is the degree of f defined via the fundamental group. Thus both notions coincide for n = 1.
As we know that the connecting homomorphism induces an isomorphism between Hn(Dn,Sn−1) and

H̃n−1(Sn−1), we can consider degrees of maps f : (Dn,Sn−1) → (Dn,Sn−1) by defining µ̄n := δ−1µn. Then
Hn(f)(µ̄n) := deg(f)µ̄n gives a well-defined integer deg(f) ∈ Z.

The degree of self-maps of Sn satisfies the following properties:

Proposition 10.2.
(a) If f is homotopic to g, then deg(f) = deg(g).
(b) The degree of the identity on Sn is one.
(c) The degree is multiplicative, i.e., deg(g ◦ f) = deg(g)deg(f).
(d) If f is not surjective, then deg(f) = 0.

Proof. The first three properties follow directly from the definition of the degree. If f is not surjective,
then it is homotopic to a constant map and this has degree zero. □

It is true that the group of (pointed) homotopy classes of self-maps of Sn is isomorphic to Z and thus
the first property can be upgraded to an ’if and only if’, but we won’t prove that here.

Recall that ΣSn ∼= Sn+1. If f : Sn → Sn is continuous, then Σ(f) : ΣSn → ΣSn is given as ΣSn ∋ [x, t] 7→
[f(x), t].

Lemma 10.3. Suspensions leave the degree invariant, i.e., for f : Sn → Sn we have

deg(Σ(f)) = deg(f).

In particular, for every k ∈ Z there is an f : Sn → Sn with deg(f) = k.

Proof. The suspension isomorphism of Theorem 9.7 is induced by a connecting homomorphism. Using
the isomorphism Hn+1(Sn+1) ∼= Hn+1(ΣSn), the connecting homomorphism sends µn+1 ∈ Hn+1(Sn+1) to

±µn ∈ H̃n(Sn). But then the commutativity of

Hn+1(Sn+1)
∼= // Hn+1(ΣSn)

δ
��

Hn+1(Σf)
// Hn+1(ΣSn)

δ
��

Hn+1(Sn+1)
∼=oo

H̃n(Sn)
Hn(f)

// H̃n(Sn)

ensures that ±deg(f)µn = ±deg(Σf)µn with the same sign. □

For the degree of a self-map of S1 one has an additivity relation. We can generalize this to higher
dimensions. Consider the pinch map T : Sn → Sn/Sn−1 ≃ Sn ∨Sn and the fold map F : Sn ∨Sn → Sn. Here,
F is induced by the identity of Sn.
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Note that we can replace every continuous f : Sn → Sn by a basepoint-preserving map by composing
with a rotation. That doesn’t change the degree.

Proposition 10.4. For f, g : Sn → Sn we have

deg(F ◦ (f ∨ g) ◦ T ) = deg(f) + deg(g).

Proof. The map Hn(T ) sends µn to (µn, µn) ∈ H̃nSn⊕H̃nSn ∼= H̃n(Sn∨Sn). Under this isomorphism,

the map Hn(f ∨ g) corresponds to (µn, µn) 7→ (H̃n(f)µn, H̃n(g)µn) and this yields (deg(f)µn,deg(g)µn)
which under the fold map is sent to the sum. □

We use the mapping degree to show some geometric properties of self-maps of spheres.

Proposition 10.5. Let f (n) : Sn → Sn be the map

(x0, x1, . . . , xn) 7→ (−x0, x1, . . . , xn).

Then f (n) has degree −1.

Proof. We prove the claim by induction. µ0 was the difference class [+1]− [−1], and

f (0)([+1]− [−1]) = [−1]− [+1] = −µ0.

We defined µn in such a way that Dµn = µn−1. Therefore, as D is natural,

Hn(f
(n))µn = Hn(f

(n))D−1µn−1 = D−1Hn−1(f
(n−1))µn−1 = D−1(−µn−1) = −µn.

□

Corollary 10.6. The antipodal map A : Sn → Sn, A(x) = −x, has degree (−1)n+1.

Proof. Let f
(n)
i : Sn → Sn be the map (x0, . . . , xn) 7→ (x0, . . . , xi−1,−xi, xi+1, . . . , xn). As in Proposi-

tion 10.5 one shows that the degree of f
(n)
i is −1. As A = f

(n)
n ◦ . . . ◦ f (n)0 , the claim follows. □

In particular, the antipodal map cannot be homotopic to the identity as long as n is even!

Proposition 10.7. Let f, g : Sn → Sn with f(x) ̸= g(x) for all x ∈ Sn, then f is homotopic to A ◦ g. In
particular,

deg(f) = (−1)n+1deg(g).

Proof. By assumption the segment t 7→ (1−t)f(x)−tg(x) doesn’t pass through the origin for 0 ⩽ t ⩽ 1.
Thus the homotopy

H(x, t) =
(1− t)f(x)− tg(x)
||(1− t)f(x)− tg(x)||

connects f to −g = A ◦ g. □

Corollary 10.8. For any f : Sn → Sn with deg(f) = 0 there is an x+ ∈ Sn with f(x+) = x+ and an
x− with f(x−) = −x−.

Proof. If f(x) ̸= x for all x, then deg(f) = deg(A) ̸= 0. If f(x) ̸= −x for all x, then deg(f) =
(−1)n+1deg(A) ̸= 0. □

Corollary 10.9. Assume that n is even and let f : Sn → Sn be any continuous map. Then there is an
x ∈ Sn with f(x) = x or f(x) = −x.

Finally, we can say the following about hairstyles of hedgehogs of arbitrary even dimension:

Proposition 10.10. Any tangential vector field on S2k is trivial in at least one point.
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Proof. Recall that we can describe the tangent space at a point x ∈ S2k as

Tx(S2k) = {y ∈ R2k+1|⟨x, y⟩ = 0}.
Assume that V : S2k → T (S2k) with V (x) ∈ Tx(S2k) for all x is a tangential vector field which does not
vanish, i.e., V (x) ̸= 0 for all x ∈ S2k.

Define f(x) := V (x)
||V (x)|| . If f(x) = x, then V (x) = ||V (x)||x. But this means that V (x) points into the

direction of x and thus it cannot be tangential. Similarly, f(x) = −x yields the same contradiction. Thus
such a V cannot exist. □

11. CW complexes

Definition 11.1. Let X be a topological space. Then X is called an n-cell, if X is homeomorphic to
Rn. The number n is then the dimension of the cell.

Examples. Every point is a zero cell and D̊n ∼= Rn ∼= Sn \N are n-cells.
Note that an n-cell cannot be an m-cell for n ̸= m, because Rn ≇ Rm for n ̸= m.

Definition 11.2. A cell decomposition of a space X is a decomposition of X into subspaces, each of
which is a cell of some dimension, i.e.,

X =
⊔
i∈I

Xi, Xi
∼= Rni .

Here, this decomposition is meant as a set, not as a topological space.

Examples.

• A hollow 3-dimensional cube has a cell decomposition into 8 points, 12 open edges, and 6 open
faces.

• The standard 3-simplex can be decomposed into 4 zero-cells, 6 1-cells, 4 2-cells, and a 3-cell.
• The n-dimensional sphere (for n > 0) has a cell decomposition into the north pole and its comple-
ment.

Definition 11.3. A topological Hausdorff space X together with a cell decomposition is called a CW
complex, if it satisfies the following conditions:

(a) For every n-cell σ ⊂ X there is a continuous map Φσ : Dn → X such that the restriction of Φσ to

D̊n is a homeomorphism

Φσ |̊Dn : D̊n ∼= σ

and Φσ maps Sn−1 to the union of cells of dimension at most n− 1.
(b) For every n-cell σ, the closure σ̄ ⊂ X has a non-trivial intersection with only finitely many cells of

X.
(c) A subset A ⊂ X is closed if and only if A ∩ σ̄ is closed for all cells σ in X.

• The map Φσ as in (a) is called the characteristic map of the cell σ. Its restriction Φσ|Sn−1 is called
attaching map.

• Property (b) is the closure finite condition: the closure of every cell is contained in finitely many
cells. That’s the ’C’ in CW.

• Property (c) tells us that X has the weak topology. That’s the ’W’.
• If X is a CW complex with only finitely many cells, then we call X finite.

Definition 11.4. Assume that X is a CW complex.

• We set Xn :=
⋃
σ⊂X,dim(σ)⩽n σ and call it the n-skeleton of X.

• If we have X = Xn, but Xn−1 ⊊ X, then we say that X is n-dimensional, i.e., dim(X) = n.
• A subset Y ⊂ X of a CW complex X is called a subcomplex (sub-CW complex), if it has a cell

decomposition by cells in X and if for any cell σ ⊂ Y we also have σ̄ ⊂ Y .
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• For any subcomplex Y ⊂ X, (X,Y ) is a CW-pair.

Note, that any subcomplex of a CW complex is again a CW complex: the characteristic maps Φσ for
Y are the same as for X. We obtain that Y is closed in X because of the second requirement and this
guarantees that Y has the weak topology. If σ̄ ⊂ X and σ ⊂ Y , then σ̄ ⊂ Y . As Y is closed, this says that
Y satisfies condition (b) of a CW complex.

Examples The unit interval [0, 1] has a CW structure with two zero cells and one 1-cell. But for instance
the decomposition σ0

0 = {0}, σ0
k = { 1k}, k > 0 and σ1

k = ( 1
k+1 ,

1
k ) does not give a CW structure on [0, 1].

Consider the following A ⊂ [0, 1]

A :=

{
1

2

(
1

k
+

1

k + 1

)
|k ∈ N

}
.

Then A ∩ σ̄1
k is precisely the point 1

2 (
1
k + 1

k+1 ) and this is closed, but A isn’t.
We want to understand the topology of CW complexes. Note that cells don’t have to be open in X: if

X is a CW complex and σ is an n-cell, then σ is open in the n-skeleton of X, Xn and Xn is closed in X.
Of course, as a set we have X =

⋃
n⩾0X

n. From the condition that A is closed in X if and only if the
intersection of A with σ̄ is closed for any cell σ we see that A is closed in X if and only if A ∩Xn is closed
for all n ⩾ 0. This is an instance of a direct limit topology on X and this is denoted by

X = lim
−→

Xn.

Such a direct limit has the following universal property: for any system of maps (fn : X
n → Z)n⩾0 such that

fn+1|Xn = fn there is a uniquely determined continuous map f : X → Z such that f |Xn = fn.
Note that CW structures on a fixed topological space are not unique. For instance you can consider S2

with the CW structure coming from the cell decomposition S2 = S2 \N ⊔N . Then the zero skeleton of S2
only consists of the north pole N and this agrees with the 1-skeleton, but the 2-skeleton is equal to S2.

But of course there are many other CW structures. Take your favorite dice, i.e., a tetrahedron, a cube,
an octahedron, a dodecahedron, an icosahedron or something less regular like a rhombic dodecahedron.
Imagine these dice are hollow and project them to S2. Then you get different CW structures on S2 that way.

Definition 11.5. Let X and Y be CW complexes. A continuous map f : X → Y is called cellular, if
f(Xn) ⊂ Y n for all n ⩾ 0.

The category of CW complexes together with cellular maps is rather flexible. Most of the classical
constructions don’t lead out of it, but one has to be careful with respect to products:

Proposition 11.6. If X and Y are CW complexes then X × Y is a CW complex if one of the factors
is locally compact.

Proof. As products of cells are cells, X × Y inherits a cell decomposition from its factors. We need
to ensure that X × Y carries the weak topology. For this we prove a slightly more general auxiliary fact: if
X, Y and Z are topological spaces satisfying the Hausdorff condition and if π : X → Y gives Y the quotient
topology, and if Z is locally compact, then

π × id : X × Z → Y × Z

gives Y × Z the quotient topology. For this we show that Y × Z has the universal property of a quotient
space, so if g : Y × Z →W is a map of sets and assume that the composition g ◦ (π × id) is continuous. As
Z is locally compact and as all spaces are Hausdorff, there is a homeomorphism

C(X × Z,W ) ∼= C(X,C(Z,W ))

of topological spaces. (Here for two spaces U, V , C(U, V ) is the set of all continuous maps from U to
V and the topology of C(U, V ) is generated (under finite intersections and arbitrary unions) by the sets
V (K,O) := {f ∈ C(U, V )|f(K) ⊂ O} for compact K ⊂ U and open O ⊂ V .)

Under this adjunction g ◦ (π × id) corresponds to the composite

g̃ : X
π //Y

ḡ
//C(Z,W ).
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As g̃ is continuous and as Y carries the quotient topology we get that ḡ is continuous and hence g is
continuous, too.

With the help of this result we consider the characteristic maps of X and Y ,

Φσ : D̊n → X,σ a cell in X

Ψτ : D̊m → Y, τ a cell in Y.

Then we can use these maps to write X × Y as a target of a map

Φ×Ψ: (
⊔
σ

D̊n)× (
⊔
τ

D̊m)→ X × Y.

Assume that Y is locally compact. We have to show that X × Y carries the quotient topology with respect
to this map. We know that each D̊n is locally compact, thus so is the disjoint union of open discs. The map
id⊔ D̊n × Ψ gives (

⊔
D̊n) × Y the quotient topology and by assumption Y is locally compact and therefore

Φ× idY induces the quotient topology on X × Y . □

Lemma 11.7. If D is a subset of a CW complex X and D intersects each cell in at most one point, then
D is discrete.

Proof. Let S be an arbitrary subset of D. We show that S is closed. We know that S ∩ σ̄ is finite,
because σ̄ is covered by finitely many cells. Therefore S ∩ σ̄ is closed in σ̄, because X is Hausdorff (and
therefore T1). But then the weak topology guarantees that S is closed. □

Corollary 11.8. Let X be a CW complex.

(a) Every compact subset K ⊂ X is contained in a finite union of cells.
(b) The space X is compact if and only if it is a finite CW complex.
(c) The space X is locally compact if and only if it is locally finite, i.e., every point has a neighborhood

that is contained in finitely many cells.

Proof. It is easy to see that (a) implies (b) and that (b) implies (c). Thus we only prove (a): consider
the intersections K∩σ and choose a point pσ in every non-empty intersection. Then D := {pσ|σ a cell in X}
is discrete. It is also compact and therefore finite. □

Corollary 11.9. If f : K → X is a continuous map from a compact space K to a CW complex X,
then the image of K under f is contained in a finite skeleton.

For the proof just note that f(K) is compact in X.

Proposition 11.10. Let A be a subcomplex of a CW complex X. Then X × {0} ∪A× [0, 1] is a strong
deformation retract of X × [0, 1].

Proof. For r : Dn× [0, 1]→ Dn×{0}∪Sn−1× [0, 1] we can choose the standard retraction of a cylinder
onto its bottom and sides.

As Xn × [0, 1] is built out of Xn × {0} ∪ (Xn−1 ∪ An) × [0, 1] by gluing in copies of Dn × [0, 1] along
Dn × {0} ∪ Sn−1 × [0, 1] we get that Xn × [0, 1] is a deformation retract of Xn × {0} ∪ (Xn−1 ∪An)× [0, 1].
We can parametrize the retracting homotopy in such a way that it takes place in the time interval [ 1

2n+1 ,
1
2n ].

Using the direct limit topology on X, we obtain a deformation of X × I to X × {0} ∪A× [0, 1]. □

The property in Proposition 11.10 implies the so-called homotopy extension property, (HEP): If g : X →
Y is a map and H : A× [0, 1]→ Y is a homotopy such that H|A×{0} = g, then there is an extension of H to
X × [0, 1], compatible with g and H. This identifies A→ X as a so-called cofibration.

In the following we just collect some facts about the topology of CW complexes, that I won’t prove:

Lemma 11.11.
• For any subcomplex A ⊂ X there is an open neighborhood U of A in X together with a strong

deformation retraction to A. In particular, for each skeleton Xn there is an open neighborhood U
in X (and as well in Xn+1) of Xn such that Xn is a strong deformation retract of U .
• Every CW complex is paracompact, locally path-connected and locally contractible.

34



• Every CW complex is semi-locally 1-connected, hence possesses a universal covering space.

Lemma 11.12. For any CW complex X we get for the skeleta:

(a)

Xn \Xn−1 =
⊔

σ an n-cell

σ ∼=
⊔

σ an n-cell

D̊n.

(b)

Xn/Xn−1 ∼=
∨

σ an n-cell

Sn.

Proof. The first claim follows directly from the definition of a CW complex. For the second claim note
that the characteristic maps send the boundary ∂Dn to the n− 1-skeleton and hence for every n-cell we get
a copy of Sn in the quotient. □

Example Consider the hollow cube W 2. Then W 2/W 1 ∼=
∨6
i=1 S2.

12. Cellular homology

In the following, X will always be a CW complex.

Lemma 12.1. For all q ̸= n ⩾ 1, Hq(X
n, Xn−1) = 0.

Proof. Using the identification of relative homology and reduced homology of the quotient gives

Hq(X
n, Xn−1) ∼= H̃q(X

n/Xn−1) ∼=
⊕

σ an n-cell

H̃q(Sn).

□

Lemma 12.2. Consider the inclusion in : X
n → X.

(a) The induced map Hn(in) : Hn(X
n)→ Hn(X) is surjective.

(b) On the (n+ 1)-skeleton we get an isomorphism

Hn(in+1) : Hn(X
n+1) ∼= Hn(X).

Proof. (a) We can factor in as

Xn in //

α1

��

X

Xn+1

in+1

33

α2

// Xn+2
in+2

55

α3

// Xn+3

in+3

;;

α4

// . . .

The map Hn(α1) : Hn(X
n) → Hn(X

n+1) is surjective, because Hn(X
n+1, Xn) = 0. For i > 1 we have the

following piece of the long exact sequence of the pair (Xn+i, Xn+i−1)

0 ∼= Hn+1(X
n+i, Xn+i−1) //Hn(X

n+i−1)
Hn(αi)

//Hn(X
n+i) //Hn(X

n+i, Xn+i−1) ∼= 0.

Therefore Hn(αi) is an isomorphism in this range. If X is finite-dimensional, this already proves the claim.
Every singular simplex in X has an image that is contained in one of the Xms because the standard

simplices are compact. If a ∈ Sn(X) is a chain, a =
∑m
i=1 λiβi then we can find an M such that the images

of all the βi’s are contained in XM , say for M = n+q. Therefore every [a] ∈ Hn(X) can be written as iM [b],
but αq ◦ . . . ◦ α1 is surjective, hence [b] is of the form αq ◦ . . . ◦ α1[c] but then

[a] = iM ◦ αq ◦ . . . ◦ α1[c] = in[c]

thus in is surjective.
(b) If [a] = Hn(in+1)[u] = 0, then again we can write [a] as iM ◦ αq ◦ . . . ◦ α2[u] where the αi’s are now

isos and iM indicates that it suffices to use the M -skeleton of X in order to define [a], hence [a] was trivial
to start with. □
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Corollary 12.3. For CW complexes X, Y we have

(a) If the n-skeleta Xn and Y n are homeomorphic, then Hq(X) ∼= Hq(Y ), for all q < n.
(b) If X has no q-cells, then Hq(X) ∼= 0.
(c) In particular, if q exceeds the dimension of X, then Hq(X) ∼= 0.

Proof. The first claim is a direct consequence of the lemma above.
By assumption in (b) Xq−1 = Xq, therefore we have Hq(X

q−1) ∼= Hq(X
q) and the latter surjects onto

Hq(X). We show that Hn(X
r) ∼= 0 for n > r. To that end we use the chain of isomorphisms

Hn(X
r) ∼= Hn(X

r−1) ∼= . . . ∼= Hn(X
0)

which holds because the adjacent relative groups Hn(X
i, Xi−1) are trivial for i < n. □

Again, X is a CW complex.

Definition 12.4. The cellular chain complex C∗(X) consists of Cn(X) := Hn(X
n, Xn−1) with boundary

operator

d : Hn(X
n, Xn−1)

δ //Hn−1(X
n−1)

ϱ
//Hn−1(X

n−1, Xn−2)

where ϱ is the map induced by the projection map Sn−1(X
n−1)→ Sn−1(X

n−1, Xn−2).

Note that Cn(X) is a free abelian group with

Cn(X) ∼=
⊕

σ an n-cell

H̃n(Sn) ∼=
⊕

σ an n-cell

Z.

For n < 0, Cn(X) is trivial. If X has only finitely many n-cells, then Cn(X) is finitely generated. If X is
a finite CW complex, then C∗(X) is finitely generated as a chain complex, i.e., Cn(X) is only non-trivial
in finitely many degrees n, and in these degrees, Cn(X) is finitely generated. In this case, the boundary
operator can be calculated using matrices over the integers.

Lemma 12.5. The map d is a boundary operator.

Proof. The composition d2 is ϱ ◦ δ ◦ ϱ ◦ δ, but δ ◦ ϱ is a composition in an exact sequence. □

Theorem 12.6. (Comparison of cellular and singular homology) For every CW complex X, there is
an isomorphism Υ: H∗(C∗(X), d) ∼= H∗(X).
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Proof. Consider the diagram

Cn+1(X)

d

��

Hn+1(X
n+1, Xn)

λ

��

δ

))

Hn+1(X,X
n)

δ′ // Hn(X
n)

Hn(in)
//

ϱ
uu

Hn(X)

Cn(X)

d

��

Hn(X
n, Xn−1)

λ

��

δ

))

Hn(X,X
n−1)

δ′ // Hn−1(X
n−1)

Hn−1(in−1)
//

ϱ
uu

Hn−1(X)

Cn−1(X)

d

��

Hn−1(X
n−1, Xn−2)

λ

��

δ

))

Hn−1(X,X
n−1)

δ′ // Hn−2(X
n−2)

Hn−2(in−2)
//

ϱ

uu

Hn−2(X)

. . . . . .

• All occurring ϱ-maps are injective because Hk(X
k−1) ∼= 0 for all k.

• For every a ∈ Hn(X
n) ϱ(a) is a cycle for d:

dϱ(a) = ϱδϱ(a) = 0.

• Let c ∈ Cn(X) be a d-cycle, thus 0 = dc = ϱδc and as ϱ is injective we obtain δc = 0. Exactness
yields that c = ϱ(a) for an a ∈ Hn(X

n). Hence,

Hn(X
n) ∼= ker(d : Cn(X)→ Cn−1(X)).

• We define Υ: ker(d)→ Hn(X) as Υ(c) = Hn(in)(a) for c = ϱ(a) and Hn(in) : Hn(X
n)→ Hn(X).

• The map Υ is surjective because Hn(in) is surjective by Lemma 12.2.
• In the diagram, the triangles commute, i.e., δ = δ′ ◦ λ.
• Consider the sequence

Hn+1(X
n+1) // //Hn+1(X) //Hn+1(X,X

n+1) //Hn(X
n+1)

∼= //Hn(X)

which tells us that Hn+1(X,X
n+1) = 0 and this in turn implies that λ is surjective by Proposition

6.8.
• Using this we obtain

im(δ) = im(δ′) = ker(Hn(in)).

As d = ϱ ◦ δ, the map ϱ induces an isomorphism between the image of d and the image of δ.
• Taking all facts into account we get that ϱ induces an isomorphism

ker(d : Cn(X)→ Cn−1(X))

im(d : Cn+1(X)→ Cn(X))
∼=

Hn(X
n)

ker(Hn(in))

But the sequence

0 //kerHn(in) //Hn(X
n) // im(Hn(in)) //0

is exact and therefore

Hn(X
n)/ker(Hn(in)) ∼= imHn(in) ∼= Hn(X).

□
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Examples Projective Spaces

Let K be R,C or H with m := dimR(K) and let K∗ = K \ {0}. We let K∗ act on Kn+1 via

K∗ ×Kn+1 \ {0} → Kn+1 \ {0}, (λ, v) 7→ λv.

We define KPn = (Kn+1 \{0})/K∗ and we denote the equivalence class of (x0, . . . , xn) in KP
n by [x0 : . . . :

xn].
We define

Xi := {[x0 : . . . : xn]|xi ̸= 0, xi+1 = . . . = xn = 0}
and consider the map

ξi : Xi → Ki, ξi[x0 : . . . : xn] = (
x0
xi
, . . . ,

xi−1

xi
).

As ξi is a homeomorphism, we see that Xi is a cell of dimension i ·m. We can write KPn as X0 ⊔ . . . ⊔Xn

and we have characteristic maps Φi : Dmi → KPn as

Φi(y) = Φi(y0, . . . , yi−1) = [y0 : . . . : yi−1 : 1− ||y|| : 0 : . . . : 0]

with Xi = Φi(D̊mi).
1) First we consider the case K = C. Here, we have a cell in each even dimension 0, 2, 4, . . . , 2n for CPn.

Therefore the cellular chain complex is

Ck(CPn) =

{
Z k = 2i, 0 ⩽ i ⩽ n,

0 k = 2i− 1 or k > 2n.

The boundary operator is zero in each degree and thus

H∗(CPn) =

{
Z, ∗ = 2i, 0 ⩽ ∗ ⩽ 2n,

0, otherwise.

2) The case of the quaternions is similar. Here the cells are spread in degrees congruent to zero modulo
four, thus

H∗(HPn) =

{
Z, ∗ = 4i, 0 ⩽ ∗ ⩽ 4n,

0, otherwise.

3) Non-trivial boundary operators occur in the case of the real numbers. Here, we have a cell in each
dimension up to n and thus the homology of RPn is the homology of the chain complex

0 //Cn ∼= Z d //Cn−1
∼= Z d // . . .

d //C0
∼= Z.

For the computation of d we consider the diagram

Hi(RP i,RP i−1)

δ

��

d

$$

∼= Hi(RP i/RP i−1) ∼= Hi(Si) ∼= H̃i−1(Si−1)

Hi−1(RP i−1)

ϱ

��

Hi−1(RP i−1,RP i−2) ∼= H̃i−1(RP i−1/RP i−2) ∼= H̃i−1(Si−1)

Let φi = Φi|Si−1 : Si−1 → Si−1/± id. The preimage of a class [x] ∈ Si−1/± id is {±x}. We consider the
composition φ̄i

Si−1 φi //

φ̄i
((

Si−1/± id = RP i−1

π

��

RP i−1/RP i−2 ∼= Si−1

and have to determine its degree.
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By construction φ̄i ◦A = φ̄i and thus

deg(φ̄i) = deg(φ̄i ◦A) = (−1)ideg(φ̄i)
and hence the degree of φ̄i is trivial for odd i. The complement Si−1 \Si−2 has two components X+, X− and
A exchanges these two components. The map φ̄i sends X+ and X− to [X+]. Therefore the degree of φ̄i is

deg(φ̄i) = deg(F ◦ (id ∨A) ◦ T ) = deg(id) + deg(A) = 1 + (−1)i.
and d is either zero or two. Thus, depending on n we get

Hk(RPn) =


Z k = 0

Z/2Z k ⩽ n, k odd

0 otherwise.

for n even.
For odd dimensions n we get

Hk(RPn) =


Z k = 0, n

Z/2Z 0 < k < n, k odd

0 otherwise.

Note that RP 1 ∼= S1 and RP 3 ∼= SO(3).

13. Homology with coefficients

Let G be an arbitrary abelian group.

Definition 13.1. The singular chain complex of a topological space X with coefficients in G, S∗(X;G),

has as elements in Sn(X;G) finite sums of the form
∑N
i=1 giαi with gi in G and αi : ∆

n → X. Addition in
Sn(X;G) is given by

N∑
i=1

giαi +

N∑
i=1

hiαi =

N∑
i=1

(gi + hi)αi.

The nth (singular) homology group of X with coefficients in G is

Hn(X;G) := Hn(S∗(X;G))

where the boundary operator ∂ : Sn(X;G)→ Sn−1(X;G) is given by

∂(

N∑
i=1

giαi) =

n∑
j=0

(−1)j(
N∑
i=1

gi(αi ◦ dj)).

We use a similar definition for cellular homology of a CW complex X with coefficients in G. Recall, that
Cn(X) = Hn(X

n, Xn−1) ∼=
⊕

σ an n-cell Z.

Definition 13.2. We denote a c ∈ Cn(X;G) as c =
∑N
i=1 giσi ∈

⊕
σ an n-cellG and let the boundary

operator d̃ be defined by d̃c =
∑N
i=1 gid(σi) where d : Cn(X) → Cn−1(X) is the boundary in the cellular

chain complex of X.

We can transfer Theorem 12.6 to the case of homology with coefficients:

Hn(X;G) ∼= Hn(C∗(X;G), d̃)

for every CW complex X and therefore we denote the latter by Hn(X;G) as well.
Note, that Hn(X;Z) = Hn(X) for every space X.

Example If we consider the case X = RP 2, then we see that coefficients really make a difference.
Recall that for G = Z we had that H0(RP 2) ∼= Z, H1(RP 2) ∼= Z/2Z and H2(RP 2) = 0. However, for

G = Z/2Z the outcome differs drastically. The cellular chain complex looks as follows:

0 //Z/2Z 2=0 //Z/2Z 0 //Z/2Z //0
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and therefore Hi(RP 2;Z/2Z) ∼= Z/2Z for 0 ⩽ i ⩽ 2.
If we consider H∗(RP 2;Q) we obtain the cellular complex

0 //Q 2 //Q 0 //Q //0

But here, multiplication by 2 is an isomorphism and we get H0(RP 2;Q) = Q, H1(RP 2;Q) = Q/2Q = 0 and
H2(RP 2;Q) = 0.

14. Tensor products and universal coefficient theorem

The question we want to pursue in this section is, whether H∗(X,G) is computable from H∗(X) and G.
The general answer is ’Yes’, but we need some basics from algebra to see that.

Let A and B be abelian groups.

Definition 14.1. The tensor product of A and B, A ⊗ B, is the quotient of the free abelian group
generated by A×B by the subgroup generated by

(a) (a1 + a2, b)− (a1, b)− (a2, b),
(b) (a, b1 + b2)− (a, b1)− (a, b2)

for a1, a1, a ∈ A and b1, b2, b ∈ B.
We denote an equivalence class of (a, b) in A⊗B by a⊗ b.

Note, that relations (a) and (b) imply that λ(a ⊗ b) = (λa) ⊗ b = a ⊗ (λb) for any integer λ ∈ Z and
a ∈ A, b ∈ B. Elements in A⊗B are finite sums of equivalence classes

∑n
i=1 λiai ⊗ bi.

• Of course, A⊗B is generated by a⊗ b with a ∈ A, b ∈ B.
• The tensor product is symmetric up to isomorphism and the isomorphism A⊗B ∼= B ⊗A is given
by

n∑
i=1

λiai ⊗ bi 7→
n∑
i=1

λibi ⊗ ai.

• It is associative up to isomorphism:

A⊗ (B ⊗ C) ∼= (A⊗B)⊗ C
for all abelian groups A,B,C.

• For homomorphisms f : A→ A′ and g : B → B′ we get an induced homomorphism

f ⊗ g : A⊗B → A′ ⊗B′

which is given by (f ⊗ g)(a⊗ b) = f(a)⊗ g(b) on generators.
• The tensor product has the following universal property. For abelian groups A,B,C, the bilinear
maps from A×B to C are in bijection with the linear maps from A⊗B to C.

• We’ve already seen tensor products: Note that Sn(X)⊗G is isomorphic to Sn(X,G) and Cn(X)⊗
G ∼= Cn(X,G).

We collect the following properties of tensor products:

(a) For every abelian group A, we have

A⊗ Z ∼= A ∼= Z⊗A.
(b) For every abelian group A, we have

A⊗ Z/nZ ∼= A/nA.

Here, note that nA = {na|a ∈ A} makes sense in any abelian group. The isomorphism above is
given by

a⊗ ī 7→ īa

where ī denotes an equivalence class of i ∈ Z in Z/nZ and īa the class of ia ∈ A in A/nA.
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(c) If 0 //A
α //B

β
//C //0 is a short exact sequence, then in general,

0 //A⊗D α⊗id
//B ⊗D

β⊗id
//C ⊗ id //0

is not exact for D abelian. For example,

0→ Z −→ Q −→ Q/Z→ 0

is exact, but

0→ Z⊗ Z/2Z −→ Q⊗ Z/2Z −→ Q/Z⊗ Z/2Z→ 0

isn’t, because Q⊗ Z/2Z ∼= 0.

Lemma 14.2. For every abelian group D, (−)⊗D is right exact, i.e., if 0 //A
α //B

β
//C //0

is a short exact sequence, then

A⊗D α⊗id
//B ⊗D

β⊗id
//C ⊗D //0

is exact. If the exact sequence 0 //A
α //B

β
//C //0 is a split short exact sequence, then

0 //A⊗D α⊗id
//B ⊗D

β⊗id
//C ⊗D //0

is exact.

Proof. Exercise. □

A consequence of the failure of the functor (−)⊗D to be exact on the left hand side has as a consequence
that Hn(X,G) = Hn(S∗(X)⊗G) is not always isomorphic to Hn(X)⊗G = Hn(S∗(X))⊗G.

Definition 14.3. Let A be an abelian group. A short exact sequence 0→ R −→ F −→ A→ 0 with F
a free abelian group is called a free resolution of A.

Note that in the situation above R is also free abelian because it can be identified with a subgroup of F .

Example For every n ⩾ 1, the sequence 0 //Z n //Z π //Z/nZ //0 is a free resolution of Z/nZ.

Proposition 14.4. Every abelian group possesses a free resolution.

The resolution that we will construct in the proof is called the standard resolution of A.

Proof. Let F be the free abelian group generated by the elements of the underlying set of A. We
denote by ya the basis element in F corresponding to a ∈ A. Define a homomorphism

p : F → A, p(
∑
a∈A

λaya) =
∑
a∈A

λaa.

Here, λa ∈ Z and this integer is non-trivial for only finitely many a ∈ A. By construction, p is an epimor-
phism. We set R to be the kernel of p and in that way obtain the desired free resolution of A. □

Definition 14.5. For two abelian groups A and B and for 0 //R
i //F //A //0 the standard

resolution of A we define

Tor(A,B) := ker(i⊗ id : R⊗B → F ⊗B).

In general, i⊗ id doesn’t have to be injective, thus Tor(A,B) won’t be trivial. We will show that we can
calculate Tor(A,B) via an arbitrary free resolution of A. To that end we prove the following result.

Proposition 14.6. For every homomorphism f : A→ B and for free resolutions 0 //R
i //F //A //0

and 0 //R′ i′ //F ′ //B //0 we have:
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(a) There are homomorphisms g : F → F ′ and h : R→ R′, such that the diagram

0 // R
i //

h
��

F
p
//

g

��

A //

f

��

0

0 // R′ i′ // F ′ p′
// B // 0

commutes.
If g′, h′ are also homomorphisms with this property, then there is an α : F → R′ with i′◦α = g−g′

and α ◦ i = h− h′.
(b) For every abelian group D the map h⊗ id : R⊗D → R′ ⊗D maps the kernel of i⊗ id to the kernel

of i′⊗ id and the restriction h⊗ id|ker(i⊗id) is independent of the choice of g and h. We denote this
map by φ(f,R→ F,R′ → F ′).

(c) For a homomorphism f ′ : B → C the map φ(f ′ ◦ f,R → F,R′′ → F ′′) is equal to the composition
φ(f ′, R′ → F ′, R′′ → F ′′) ◦ φ(f,R→ F,R′ → F ′).

Note that we can view the α above as a chain homotopy between the chain maps g, h and g′, h′.

0 // R
i //

h
��

h′

��

F

α

~~

//

g

��
g′

��

0

0 // R′ i′ // F ′ // 0

Proof. For (a) let {xi} be a basis of F and choose yi ∈ F ′ with p′(yi) = fp(xi). We define g : F → F ′

via g(xi) = yi. Thus p′ ◦ g(xi) = p′(yi) = fp(xi). For every r ∈ R we obtain p′ ◦ g(i(r)) = f ◦ p ◦ i(r) = 0
and therefore g(i(r)) is contained in the kernel of p′ which is equal to the image of i′. In order to define h
we use the injectivity of i′, thus h(r) is the unique preimage of g(i(r)) under i′.

For h, h′ and g, g′ as in (a) we get for x ∈ F that g(x) − g′(x) is in the kernel of p′ which is the image
of i′. Define α as (i′)−1(g − g′). Then by construction i′α = g − g′ and

i′(h− h′) = (g − g′)i = i′αi.

As i′ is injective, this yields h− h′ = αi.
For (b) we consider an element z in the kernel of i⊗ id. Note ker(i⊗ id) ⊂ R⊗D. Then

(i′ ⊗ id) ◦ (h⊗ id)(z) = (g ⊗ id) ◦ (i⊗ id)(z) = 0

and thus (h⊗ id)(z) is in the kernel of (i′ ⊗ id). If h′ is any other map satisfying the properties, then

(h′ ⊗ id)(z)− (h⊗ id)(z) = ((h′ − h)⊗ id)(z) = ((−α ◦ i)⊗ id)(z) = −(α⊗ id)(i⊗ id)(z) = 0.

For (c) we note that the uniqueness in (b) implies (c). □

Corollary 14.7. For every free resolution 0 //R′ i′ //F ′ //A //0 we get a unique isomor-
phism

φ(idA, R
′ → F ′, R→ F ) : ker(i′ ⊗ id)→ Tor(A,D).

Thus we can calculate Tor(A,D) with every free resolution of A.
Examples

(a) Tor(Z/nZ, D) ∼= {d ∈ D|nd = 0} for all n ⩾ 1. That’s why Tor is sometimes called torsion product.

For the calculation we use the resolution 0 //Z n //Z π //Z/nZ //0. By definition and by
Corollary 14.7 we have

Tor(Z/nZ, D) ∼= ker(n⊗ id : Z⊗D → Z⊗D).

As Z⊗D ∼= D and as n⊗ id induces the multiplication by n, we get the claim.
(b) From the first example we obtain Tor(Z/nZ,Z/mZ) ∼= Z/gcd(m,n)Z because the n-torsion sub-

group in Z/mZ is Z/gcd(m,n)Z.
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(c) For A free abelian, Tor(A,D) ∼= 0 for arbitrary D. For this note that 0→ 0→ A = A→ 0 is a free
resolution of A and the kernel is a subgroup of 0⊗D = 0 and hence trivial.

(d) For two abelian groups A1, A2, D there is an isomorphism

Tor(A1 ⊕A2, D) ∼= Tor(A1, D)⊕ Tor(A2, D).

Consider free resolutions

0→ Ri → Fi → Ai → 0, i = 1, 2.

Their direct sum

0→ R1 ⊕R2 → F1 ⊕ F2 → A1 ⊕A2 → 0

is a free resolution of A1 ⊕A2 with

ker((i1 ⊕ i2)⊗ id) = ker(i1 ⊗ id)⊕ ker(i2 ⊗ id).

We extend the definition of tensor products to chain complexes.

Definition 14.8. Are (C∗, d) and (C ′
∗, d

′) two chain complexes, then (C∗⊗C ′
∗, d⊗) is the chain complex

with

(C∗ ⊗ C ′
∗)n =

⊕
p+q=n

Cp ⊗ C ′
q

and with d⊗(cp ⊗ c′q) = (dcp)⊗ c′q + (−1)pcp ⊗ d′c′q.

Lemma 14.9. The map d⊗ is a differential.

Proof. The composition is

d⊗((dcp)⊗ c′q + (−1)pcp ⊗ d′c′q) = 0 + (−1)p−1(dcp)⊗ (d′c′q) + (−1)p(dcp)⊗ (d′c′q) + 0 = 0.

□

Example Let G be an abelian group, then let CG be the chain complex with

(CG)n =

{
G, n = 0,

0, n ̸= 0.

Then for every chain complex (C∗, d)

(C∗ ⊗ CG)n = Cn ⊗G, d⊗ = d⊗ id.

In particular, for every topological space X,

S∗(X)⊗ CG ∼= S∗(X)⊗G = S∗(X,G).

Similarly, for a CW complex X we get C∗(X;G) = C∗(X)⊗ CG.
For every pair of spaces (X,A) we set

S∗(X,A;G) := S∗(X,A)⊗ CG.

A map f : (C∗, d)→ (D∗, dD) induces a map of chain complexes

f ⊗ id : C∗ ⊗ C ′
∗ → D∗ ⊗ C ′

∗.

In particular, for every continuous (cellular) map we get induced maps on singular (cellular) homology with
coefficients.

Note, that H∗(pt;G) ∼=

{
G, ∗ = 0

0, ∗ ≠ 0.

Definition 14.10. A chain complex C∗ is called free, if Cn is a free abelian group for all n ∈ Z.

Examples The complexes S∗(X,A) and C∗(X) are free.
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Theorem 14.11. (Universal coefficient theorem (algebraic version)) Let C∗ be a free chain complex and
G an abelian group, then for all n ∈ Z we have a split short exact sequence

0→ Hn(C∗)⊗G→ Hn(C∗ ⊗G)→ Tor(Hn−1(C∗), G)→ 0,

in particular
Hn(C∗ ⊗G) ∼= Hn(C∗)⊗G⊕ Tor(Hn−1(C∗), G).

Theorem 14.12. (Universal coefficient theorem (topological version)) For every space X there is a split
short exact sequence

0→ Hn(X)⊗G→ Hn(X;G)→ Tor(Hn−1(X), G)→ 0,

and therefore we get an isomorphism

Hn(X;G) ∼= Hn(X)⊗G⊕ Tor(Hn−1(X), G).

Example For X = RP 2 we obtain

Hn(RP 2;G) ∼= Hn(RP 2)⊗G⊕ Tor(Hn−1(RP 2), G)

thus
H0(RP 2;G) ∼= H0(RP 2)⊗G⊕ Tor(H−1(RP 2), G) ∼= G,

H1(RP 2;G) ∼= H1(RP 2)⊗G⊕ Tor(H0(RP 2), G) ∼= G/2G⊕ 0 ∼= G/2G,

and
H2(RP 2;G) ∼= H2(RP 2)⊗G⊕ Tor(H1(RP 2), G) ∼= Tor(Z/2Z, G).

The universal coefficient theorems are both corollaries of the following more general statement.

Theorem 14.13. (Künneth formula) For a free chain complex C∗ and a chain complex C ′
∗ we have the

following split exact sequence for every integer n

0 //
⊕

p+q=nHp(C∗)⊗Hq(C
′
∗)

λ //Hn(C∗ ⊗ C ′
∗) //

⊕
p+q=n−1 Tor(Hp(C∗), Hq(C

′
∗)) //0,

i.e.,

Hn(C∗ ⊗ C ′
∗)
∼=
⊕
p+q=n

Hp(C∗)⊗Hq(C
′
∗)⊕

⊕
p+q=n−1

Tor(Hp(C∗), Hq(C
′
∗)).

Hermann Lorenz Künneth (1892–1975)
The map λ :

⊕
p+q=nHp(C∗)⊗Hq(C

′
∗)→ Hn(C∗ ⊗ C ′

∗) in the theorem is given on the (p, q)-summand
by

λ([cp]⊗ [c′q]) := [cp ⊗ c′q]
for cp ∈ Cp and c′q ∈ C ′

q. By the definition of the tensor product of complexes, this map is well-defined.

Lemma 14.14. For any free chain complex C∗ with trivial differential and an arbitrary chain complex,
C ′

∗, λ is an isomorphism

λ :
⊕
p+q=n

Hp(C∗)⊗Hq(C
′
∗)
∼= Hn(C∗ ⊗ C ′

∗).

Proof. We abbreviate the subgroup of cycles in C ′
q with Z ′

q and the subgroup of boundaries in C ′
q

with B′
q and use analog abbreviations for C∗. By definition 0 → Z ′

q −→ C ′
q −→ B′

q−1 → 0 is a short exact
sequence. By assumption Zp is free because Zp = Cp, in particular Zp ⊗ (−) is exact and thus

0→ Zp ⊗ Z ′
q −→ Zp ⊗ C ′

q −→ Zp ⊗B′
q−1 → 0

is a short exact sequence and this implies that Zp ⊗ Z ′
q is the subgroup of cycles in Zp ⊗ C ′

q = Cp ⊗ C ′
q.

Summation over p+ q = n yields that the n-cycles in C∗ ⊗ C ′
∗ are

Zn(C∗ ⊗ C ′
∗) =

⊕
p+q=n

Zp ⊗ Z ′
q

and the n-boundaries are given by

Bn(C∗ ⊗ C ′
∗) =

⊕
p+q=n

Zp ⊗B′
q.
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The sequence
0→ B′

q −→ Z ′
q −→ Hq(C

′
∗)→ 0

is exact by definition. Tensoring with Zp and summing over p+ q = n then yields due to the freeness of Zp
that

0→
⊕
p+q=n

Zp ⊗B′
q −→

⊕
p+q=n

Zp ⊗ Z ′
q −→

⊕
p+q=n

Zp ⊗Hq(C
′
∗)→ 0

is exact. Our identification of Zn(C∗ ⊗ C ′
∗) and Bn(C∗ ⊗ C ′

∗) yields that the right-most term is isomorphic
to the nth homology group of C∗ ⊗ C ′

∗ and therefore

Hn(C∗ ⊗ C ′
∗)
∼=
⊕
p+q=n

Zp ⊗Hq(C
′
∗) =

⊕
p+q=n

Hp(C∗)⊗Hq(C
′
∗).

□

Proof of Theorem 14.13. We consider again the short exact sequence 0→ Zp −→ Cp −→ Bp−1 → 0
and tensor it with C ′

q and sum over p+ q = n. As Bp−1 is free, the original sequence is split and hence the
resulting sequence is exact.

We define two chain complexes Z∗ and D∗ via

(Z∗)p = Zp, (D∗)p = Bp−1.

Then Z∗ and D∗ are free chain complexes with trivial differential and the exact sequence

0→
⊕
p+q=n

Zp ⊗ C ′
q −→

⊕
p+q=n

Cp ⊗ C ′
q −→

⊕
p+q=n

Bp−1 ⊗ C ′
q → 0

can be interpreted as a short exact sequence of complexes and this gives a long exact sequence

. . . //Hn+1(D∗ ⊗ C ′
∗)
δn+1

//Hn(Z∗ ⊗ C ′
∗) //Hn(C∗ ⊗ C ′

∗) //Hn(D∗ ⊗ C ′
∗)

δn //Hn−1(Z∗ ⊗ C ′
∗) // . . .

Lemma 14.14 gives us a description of H∗(D∗⊗C ′
∗) and H∗(Z∗⊗C ′

∗) and therefore we can consider δn+1 as
a map ⊕

p+q=n+1Hp(D∗)⊗Hq(C
′
∗) =

⊕
p+q=n+1Bp−1 ⊗Hq(C

′
∗)

j⊗id

��⊕
p+q=n Zp ⊗Hq(C

′
∗) =

⊕
p+q=nHp(Z∗)⊗Hq(C

′
∗)

with j : Bp ↪→ Zp. We can cut the long exact sequence in homology into short exact pieces and obtain that

0→ coker(δn+1) −→ Hn(C∗ ⊗ C ′
∗) −→ ker(δn)→ 0

is exact. The cokernel of δn+1 is isomorphic to
⊕

p+q=n(Zp/Bp)⊗Hq(C
′
∗) because the tensor functor is right

exact, thus

coker(δn+1) ∼=
⊕
p+q=n

Hp(C∗)⊗Hq(C
′
∗).

As 0→ Bp −→ Zp −→ Hp(C∗)→ 0 is a free resolution of Hp(C∗) we obtain that

Tor(Hp(C∗), Hq(C
′
∗))
∼= ker(j ⊗ id : Bp ⊗Hq(C

′
∗)→ Zp ⊗Hq(C

′
∗))

and therefore ⊕
p+q=n−1

Tor(Hp(C∗), Hq(C
′
∗))
∼= ker(δn)

which proves the exactness of the Künneth sequence.
We will prove that the Künneth sequence is split in the case where both chain complexes, C∗ and C ′

∗,
are free. In that case the sequences

0→ Zp → Cp → Bp−1 → 0, 0→ Z ′
q → C ′

q → B′
q−1 → 0

are split and we denote by r : Cp → Zp and r′ : C ′
q → Z ′

q chosen retractions. Consider the two compositions

Cp
r //Zp // //Hp(C∗), C ′

q
r′ //Z ′

q
// //Hq(C

′
∗)
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and view H∗(C∗) and H∗(C
′
∗) as chain complexes with trivial differential. Then these compositions yield a

chain map
r ⊗ r′ : C∗ ⊗ C ′

∗ → H∗(C∗)⊗H∗(C
′
∗)

which on homology is

Hn(C∗ ⊗ C ′
∗) −→ Hn(H∗(C∗)⊗H∗(C

′
∗)) =

⊕
p+q=n

Hp(C∗)⊗Hq(C
′
∗).

This map gives the desired splitting. □

In the cases we are interested in (singular or cellular chains), the complexes will be free. Be careful! The
splitting of the Künneth sequence is not natural. We have chosen a splitting of the short exact sequences in
the proof and usually, there is no canonical choice possible.

15. The topological Künneth formula

What does the Künneth formula give for two topological spaces and their chain complexes? The Künneth
sequence for C∗ = S∗(X) and C ′

∗ = S∗(Y ) yields that

0→
⊕
p+q=n

Hp(X)⊗Hq(Y ) −→ Hn(S∗(X)⊗ S∗(Y )) −→
⊕

p+q=n−1

Tor(Hp(X), Hq(Y ))→ 0

is exact. But what isHn(S∗(X)⊗S∗(Y ))? In the following we will show that this group is actually isomorphic
to Hn(X × Y ), thus the Künneth Theorem has some geometric content! First of all, we define a map.

Lemma 15.1. There is a homomorphism × : Sp(X) ⊗ Sq(Y ) −→ Sp+q(X × Y ) for all p, q ⩾ 0 with the
following properties.

(a) For all points x0 ∈ X viewed as zero chains

(x0 × β)(t0, . . . , tq) = (x0, β(t0, . . . , tq))

for β : ∆q → Y . Analogously, for all y0 ∈ Y and α : ∆p → X

(α× y0)(t0, . . . , tp) = (α(t0, . . . , tp), y0).

(b) The map × is natural in X and Y , so for f : X → X ′ and g : Y → Y ′

Sp+q(f, g) ◦ (α× β) = (Sp(f) ◦ α)× (Sq(g) ◦ β).
(c) The Leibniz rule holds

∂(α× β) = ∂(α)× β + (−1)pα× ∂(β).

The map × is called the homology cross product.

Proof. For p or q equal to zero, we define × as dictated by property (a). Therefore we can assume
that p, q ⩾ 1. The method of proof that we will apply here is called method of acyclic models – you’ll see
why. Let X = ∆p, Y = ∆q, α = id∆p , and β = id∆q . If id∆p × id∆q were already defined, then property (c)
would force

∂(id∆p × id∆q ) = ∂(id∆p)× id∆q + (−1)pid∆p × ∂(id∆q ) =: R ∈ Sp+q−1(∆
p ×∆q).

For this element R (which is already defined) we get

∂R = ∂2(id∆p)× id∆q +(−1)p−1∂(id∆p)× ∂(id∆q )+ (−1)p∂(id∆p)× ∂(id∆q )+ (−1)2p−1id∆p × ∂2(id∆q ) = 0

so R is a cycle. But Hp+q−1(∆
p ×∆q) = 0 because p+ q − 1 ⩾ 1 and ∆p ×∆q is contractible and therefore

S∗(∆
p ×∆q) is acyclic. Thus R has to be a boundary, so there is a c ∈ Sp+q(∆p ×∆q) with ∂c = R.
We define

id∆p × id∆q := c.

Now let X and Y be arbitrary spaces and α : ∆p → X, β : ∆q → Y . Then Sp(α)(id∆p) = α and
Sq(β)(id∆q ) = β and therefore binaturality dictates

α× β = Sp(α)(id∆p)× Sq(β)(id∆q ) = Sp+q(α, β)(id∆p × id∆q ).
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By construction, this definition satisfies all desired properties. □

Note that for spaces X,Y with trivial homology in positive degrees, the Künneth Theorem yields that
Hn(S∗(X)⊗ S∗(Y )) = 0 for positive n.

Lemma 15.2. Are C∗ and C ′
∗ two chain complexes which are trivial in negative degrees and such that

Cn is free abelian for all n and HnC
′
∗ = 0 for all positive n, then we have

(a) Any two chain maps f∗, g∗ : C∗ → C ′
∗ with f0 = g0 are chain homotopic.

(b) Is f0 : C0 → C ′
0 a homomorphism with f0(∂C1) ⊂ ∂C ′

1 then there is a chain map f∗ : C∗ → C ′
∗

extending f0.

Proof. For (a) we will define a map Hn : Cn → C ′
n+1 for all n ⩾ 0 with ∂Hn + Hn−1∂ = fn − gn

inductively. For n = 0 we can take zero because f0 = g0 by assumption. Assume that we have Hk for
k ⩽ n− 1. Let {xi} be a basis of the free abelian group Cn and define

yi := fn(xi)− gn(xi)−Hn−1∂(xi) ∈ C ′
n.

Then

∂yi =∂fn(xi)− ∂gn(xi)− ∂Hn−1∂(xi)

=∂fn(xi)− ∂gn(xi)−Hn−2∂
2(xi)− fn−1∂(xi) + gn−1∂(xi)

=0.

But C ′
∗ is acyclic by assumption and therefore yi has to be a boundary and we define Hn(xi) = zi if ∂zi = yi.

Then

(∂Hn +Hn−1∂)(xi) = yi +Hn−1∂(xi) = fn(xi)− gn(xi).

For (b) we define fn : Cn → C ′
n inductively with ∂fn = fn−1∂. Assume that {xi} is a basis of Cn. Then

fn−1∂(xi) is a cycle and thus there is a yi with ∂yi = fn−1∂(xi) due to the acyclicity of C ′
∗. We define fn(xi)

as yi. Then

∂fn(xi) = ∂yi = fn−1∂(xi).

□

Proposition 15.3. Any two binatural chain maps fX,Y , gX,Y from S∗(X)⊗S∗(Y ) to S∗(X ×Y ) which
agree in degree zero and send the zero chain x0 ⊗ y0 ∈ (S∗(X) ⊗ S∗(Y ))0 = S0(X) ⊗ S0(Y ) to (x0, y0) ∈
S0(X × Y ) are chain homotopic.

Proof. First we deal with the case X = ∆p and Y = ∆q for p, q ⩾ 0. If f, g : S∗(∆
p) ⊗ S∗(∆

q) −→
S∗(∆

p×∆q) are two chain maps then S∗(∆
p)⊗S∗(∆

q) is free abelian and S∗(∆
p×∆q) is acyclic so we can

apply Lemma 15.2 and get a chain homotopy (Hn)n,

Hn : (S∗(∆
p)⊗ S∗(∆

q))n −→ Sn+1(∆
p ×∆q)

with ∂Hn +Hn−1∂ = fn − gn.
Note that for arbitrary X and Y binaturality implies

fX,Y ◦ (S∗(α)⊗ S∗(β)) = S∗(α, β) ◦ f∆p,∆q , gX,Y ◦ (S∗(α)⊗ S∗(β)) = S∗(α, β) ◦ g∆p,∆q

for all α : ∆p → X, β : ∆q → Y .
We define

Hn : (S∗(X)⊗ S∗(Y ))n −→ Sn+1(X × Y )

as

Hn(α⊗ β) = Sn+1(α, β) ◦Hn(id∆p ⊗ id∆q ).
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This is well-defined and by construction:

∂Hn(α⊗ β) = ∂Sn+1(α, β) ◦Hn(id∆p ⊗ id∆q )

= Sn(α, β)∂Hn(id∆p ⊗ id∆q )

= Sn(α, β) ◦ (−Hn−1∂(id∆p ⊗ id∆q ) + fn(id∆p ⊗ id∆q )− gn(id∆p ⊗ id∆q ))

= fn(α⊗ β)− gn(α⊗ β)−Hn−1∂(α⊗ β).

For the last step use the definition of Hn−1∂(α⊗ β) and ∂i(α) = α ◦ di = Sp(α)(id∆p ◦ di). □

Proposition 15.4.
(a) There is a chain map S∗(X × Y ) −→ S∗(X)⊗ S∗(Y ) for all spaces X and Y such that this map is

natural in X and Y and such that in degree zero this map sends (x0, y0) to x0 ⊗ y0 for all x0 ∈ X
and y0 ∈ Y .

(b) Any two such maps are chain homotopic.

Proof. For (a) let X = ∆n = Y for n ⩾ 0 and set C∗ = S∗(∆
n×∆n) and C ′

∗ = S∗(∆
n)⊗S∗(∆

n). Set
f0 : C0 → C ′

0 as dictated by condition (a). Then by Lemma 15.2 there is a chain map (fm)m, fm : Sm(∆n ×
∆n)→ (S∗(∆

n)⊗ S∗(∆
n))m. For α : ∆n → X × Y we then define

f̃n(α) := (S∗(p1 ◦ α))⊗ S∗((p2 ◦ α)) ◦ f(∆∆n).

Here, ∆∆n : ∆n −→ ∆n ×∆n is the diagonal map viewed as a singular simplex ∆∆n ∈ Sn(∆n ×∆n) and

the pi are the projection maps X X × Y
p1oo

p2 //Y :

Sn(∆
n ×∆n)

fn // (S∗(∆
n)⊗ S∗(∆

n))n

S∗(α)⊗S∗(α)

��

(S∗(X × Y )⊗ S∗(X × Y ))n

S∗(p1)⊗S∗(p2)

��

(S∗(X)⊗ S∗(Y ))n.

Claim (b) follows as above. □

Theorem 15.5. (Eilenberg-Zilber) The homology cross product × : S∗(X)⊗ S∗(Y ) −→ S∗(X × Y ) is a
homotopy equivalence of chain complexes.

Samuel Eilenberg (1913–1998)
Joseph Abraham Zilber (1923–2009)

Proof. Let f be any natural chain map S∗(X ×Y )→ S∗(X)⊗S∗(Y ) with f0(x0, y0) = x0⊗ y0 for any
pair of points. Then

f ◦ (−×−) : S∗(X)⊗ S∗(Y )→ S∗(X)⊗ S∗(Y )

and this composition sends x0⊗y0 to itself. Using Lemma 15.2 for X = ∆p and Y = ∆q and then extending
by naturality again, we get that the identity and f ◦ (− × −) are homotopic. Similarly we get that the
composition (−×−) ◦ f is homotopic to the identity. □

Corollary 15.6. (topological Künneth formula) For any pair of spaces X and Y the following sequence
is split short exact

0→
⊕
p+q=n

Hp(X)⊗Hq(Y ) −→ Hn(X × Y ) −→
⊕

p+q=n−1

Tor(Hp(X), Hq(Y ))→ 0.

The sequence is natural in X and Y but the splitting is not.
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Examples

1) For the n-torus Tn = (S1)n we get

Hi(T
n) ∼= Z(

n
i)

2) For a space of the form X × Sn we obtain

Hq(X × Sn) ∼= Hq(X)⊕Hq−n(X).

There is also a relative version of the Künneth formula. The homology cross product in its relative form
is a map

× : Hp(X,A)⊗Hq(Y,B) −→ Hp+q(X × Y,A× Y ∪X ×B);

see [D, VII (2.4)] for details, where the product is called the exterior homology product. In particular for A
and B a point we get a reduced Künneth formula which yields

H̃p(X)⊗ H̃q(Y ) −→ H̃p+q(X × Y,X ∨ Y )

and in good cases (see Proposition 9.6) the latter is isomorphic to H̃p+q(X ∧ Y ).
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CHAPTER 2

Singular cohomology

1. Definition of singular cohomology

Definition 1.1. A cochain complex of abelian groups is a sequence (Cn)n∈Z of abelian groups Cn

together with homomorphisms δ : Cn → Cn+1 with δ2 = 0. The map δ is called coboundary operator. The
group

Hn(C∗) =
ker(δ : Cn → Cn+1)

im(δ : Cn−1 → Cn)

is the nth cohomology group of C∗.

If (C∗, d) is a chain complex, then we can define Dn := C−n and this is a cochain complex because the
fact that d lowers degree by one gives d : C−n = Dn → C−n−1 = Dn+1. We therefore don’t need a theory of
cochain complexes; it is just convenient to switch to cochain notation.

Definition 1.2. For two cochain complexes (C∗, δ) and (C̃∗, δ̃) a map of cochain complexes from C∗ to

C̃∗ is a sequence of homomorphisms fn : Cn → C̃n with fn+1 ◦ δ = δ̃ ◦ fn.

Cn+1 fn+1

// C̃n+1

Cn
fn

//

δ

OO

C̃n.

δ̃

OO

Maps of cochain complexes induce maps on cohomology.

Definition 1.3. For a topological space X we call Sn(X) := Hom(Sn(X),Z) the nth singular cochain
group of X and δ = Hom(∂,Z) is the corresponding coboundary operator.

For α : ∆n+1 → X and φ : Sn(X)→ Z, δ(φ)(α) = φ(∂α).

Sn(X)
φ

// Z

Sn+1(X)

∂

OO

δφ

;;

The composition δ2(φ)(β) is (δφ)(∂β) = φ(∂2β) = 0 for β : ∆n+2 → X.

Definition 1.4. Let G be an abelian group, then

Sn(X;G) := Hom(Sn(X), G)

the cochain group of X with coefficients in G.

Hn(X;G) =
ker(δ : Sn(X;G)→ Sn+1(X;G))

im(δ : Sn−1(X;G)→ Sn(X;G))

is the nth cohomology group of X with coefficients in G.

Every continuous map f : X → Y induces a map of cochain complexes S∗(Y ;G) → S∗(X;G) and
Sn(−;G) and Hn(−;G) are contravariant functors from the category of topological spaces and continuous
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maps to the category of abelian groups. For a continuous map f : X → Y we denote S∗(f) by f∗. Then
S∗(f) = f∗ : S∗(Y ;G)→ S∗(X;G): For φ ∈ S∗(Y ;G) and α ∈ S∗(X),

f∗(φ)(α) = φ(f∗α) ∈ G.

Definition 1.5.
• For two abelian groups A and G, φ ∈ Hom(A,G), a ∈ A we define the Kronecker pairing

⟨−,−⟩ : Hom(A,G)⊗A −→ G, ⟨φ, a⟩ = φ(a) ∈ G.
• For a homomorphism f : B → A, f∗(φ) ∈ Hom(B,G) and b ∈ B we have

⟨f∗φ, b⟩ = ⟨φ, fb⟩ = φ(f(b)).

• For a chain complex C∗ and Cn = Hom(Cn, G) we define

⟨−,−⟩ : Cn ⊗ Cn → G,φ⊗ a 7→ ⟨φ, a⟩ = φ(a).

• In particular, for A = Sn(X) we get a Kronecker pairing

⟨−,−⟩ : Sn(X;G)⊗ Sn(X)→ G.

• For ∂ : Sn+1(X)→ Sn(X) and a ∈ Sn+1(X) we get

⟨δφ, a⟩ = ⟨φ, ∂a⟩ = φ(∂(a)).

Leopold Kronecker (1823–1891)

Lemma 1.6. The Kronecker pairing ⟨−,−⟩ : Cn⊗Cn → G is well-defined on the level of cohomology and
homology, i.e., we obtain an induced map

⟨−,−⟩ : Hn(C∗)⊗Hn(C∗)→ G.

Proof. Let φ be a cocycle, then

⟨φ, a+ ∂b⟩ = ⟨φ, a⟩+ ⟨φ, ∂b⟩ = ⟨φ, a⟩+ ⟨δφ, b⟩ = ⟨φ, a⟩.
Assume that φ = δψ and a is a cycle. Then we get

⟨φ, a⟩ = ⟨δψ, a⟩ = ⟨ψ, ∂a⟩ = 0.

Therefore ⟨φ,−⟩ is well-defined on Hn(C∗) and H
n(C∗). □

Changing perspective, we get

κ : Hn(C∗) −→ Hom(Hn(C∗), G)

via κ[φ][a] := ⟨φ, a⟩. How much does the map κ see?

2. Universal coefficient theorem for cohomology

Dual to Tor, we consider a corresponding construction for the functor Hom(−,−) instead of (−)⊗ (−).
For a short exact sequence

0→ A −→ B −→ C → 0

the sequence
0→ Hom(C,G) −→ Hom(B,G) −→ Hom(A,G)→ 0

doesn’t have to be exact. A problem can arise with respect to the surjectivity at the end.

As an example, consider 0 //Z n //Z //Z/nZ //0 for a natural number n > 1. Then the
sequence

0 //Hom(Z/nZ,Z) = 0 //Hom(Z,Z) ∼= Z n //Hom(Z,Z) ∼= Z
is exact but multiplication by n isn’t surjective, so we cannot prolong this sequence to the right with a zero.

Definition 2.1. For a free resolution 0 //R
i //F //A //0 the cokernel of the map

Hom(i, G) : Hom(F,G)→ Hom(R,G)

is called Ext(A,G).
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Here, Ext comes from ’extension’, because one can describe Ext(A,G) in terms of extensions of abelian
groups.

• As for Tor it is true that Ext(A,G) is independent of the free resolution of A.
• Note that Ext(A,G) is covariant in G and contravariant in A: for homomorphisms f : A→ B and
g : G→ H we get

f∗ : Ext(B,G)→ Ext(A,G), g∗ : Ext(A,G)→ Ext(A,H).

• For a family of abelian groups (Gi, i ∈ I)

Ext(A,
∏
i∈I

Gi) ∼=
∏
i∈I

Ext(A,Gi)

and

Ext(
⊕
i∈I

Gi, B) ∼=
∏
i∈I

Ext(Gi, B).

• Similarly to Tor the group Ext(A,G) can be explicitly calculated if A is a finitely generated abelian
group (exercise).

• The group Ext(A,G) is trivial if G is divisible, i.e., for all g ∈ G and n ∈ Z \ {0} there is a t ∈ G
with g = nt. For example this holds if G is isomorphic to Q, R, Q/Z, or C.

Theorem 2.2. (Universal coefficient theorem for cochain complexes) For every free chain complex C∗
and C∗ = Hom(C∗, G) the following sequence is exact and splits

0 //Ext(Hn−1(C∗), G) //Hn(C∗)
κ //Hom(Hn(C∗), G) //0.

Theorem 2.3. (Universal coefficient theorem for singular cohomology) Let X be an arbitrary space.
Then the sequence

0 //Ext(Hn−1(X), G) //Hn(X;G)
κ //Hom(Hn(X), G) //0

is split exact.

Proof of Theorem 2.2. Let C∗ be a free chain complex and C∗ = Hom(C∗, G). Then the sequence
0→ Zn −→ Cn −→ Bn−1 → 0 is split exact. Therefore the G-dual sequence

0→ Bn−1 −→ Cn −→ Zn → 0

is short exact and it gives a short exact sequence of cochain complexes, where we view B∗ and Z∗ as cochain
complexes with trivial differential. This yields a long exact sequence on the level of cohomology groups

. . . //Zn−1 ∂ //Bn−1 //Hn(C∗) //Zn
∂ //Bn // . . .

Here, ∂ denotes the connecting homomorphism in the cohomological case. By the very definition of the
connecting homomorphism we get that ∂ is the dual of the inclusion in : Bn ⊂ Zn, ∂ = i∗n. We cut the long
exact sequence above into the short one

0→ coker(i∗n−1) −→ Hn(C∗) −→ ker(i∗n)→ 0

and hence we have to identify the kernel and the cokernel above.
The exact sequence

0 //Hom(Hn(C∗), G)
π∗
//Hom(Zn, G)

i∗n //Hom(Bn, G)

tells us that the kernel of i∗n is the image of π∗ and due to the injectivity of π∗ this is isomorphic to
Hom(Hn(C∗), G).

The sequence

0 //Bn−1

in−1
//Zn−1

//Hn−1(C∗) //0

is a free resolution of Hn−1(C∗) and therefore the cokernel of i∗n−1 is Ext(Hn−1(C∗), G). □
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Example We know that the homology of CPn is free with

Hk(CPn) ∼=

{
Z, 0 ⩽ k ⩽ 2n, k even,

0, otherwise.

Therefore Hk(CPn) ∼= Hom(Hk(CPn),Z), thus the cohomology is given by the Z-dual of the homology.

3. Axiomatic description of a cohomology theory

Before we give an axiomatic description of singular cohomology, we establish some consequences of some
of the results we proved for singular homology.

• For a chain map f : C∗ → C ′
∗ (such as the barycentric subdivision) the G-dual map

f∗ = Hom(f,G) : Hom(C ′
∗, G) −→ Hom(C∗, G)

is a map of cochain complexes.
• If (Hn : Cn → C ′

n+1)n is a chain homotopy, then the G-dual

(Hn := Hom(Hn, G) : Hom(C ′
n+1, G)→ Hom(Cn, G))n

is a cochain homotopy. Thus if ∂Hn +Hn−1∂ = fn − gn, then Hnδ + δHn−1 = fn − gn.
• For a split exact sequence 0 → B1 −→ B2 −→ B3 → 0 the dual sequence 0 → Hom(B3, G) −→
Hom(B2, G) −→ Hom(B1, G) → 0 is exact. For instance, if A is a subspace of X, then the short
exact sequence

0→ S∗(A) −→ S∗(X) −→ S∗(X,A)→ 0

is split. We define rn : Sn(X)→ Sn(A) on α : ∆
n → X via

rn(α)

{
α, if α(∆n) ⊂ A,
0, otherwise.

Therefore 0→ S∗(X,A) −→ S∗(X) −→ S∗(A)→ 0 is a short exact sequence.

With the help of these facts we can show that singular cohomology satisfies the axioms of a cohomology
theory :

(a) The assignment (X,A) 7→ Hn(X,A) is a contravariant functor from the category of pairs of topo-
logical spaces to the category of abelian groups.

(b) If f, g : (X,A) → (Y,B) are two homotopic maps of pairs of topological spaces, then Hn(f) =
Hn(g) : Hn(Y,B)→ Hn(X,A).

(c) For any subspace A ⊂ X there is a natural homomorphism ∂ : Hn(A)→ Hn+1(X,A)
(d) For any subspace A ⊂ X we get a long exact sequence

. . .
∂ //Hn(X,A) //Hn(X)

Hn(i)
//Hn(A)

∂ // . . .

(e) Excision holds, i.e., for W ⊂ W̄ ⊂ Å ⊂ A ⊂ X

Hn(i) : Hn(X,A) ∼= Hn(X \W,A \W ), for all n ⩾ 0.

(f) Let pt be the one-point space, then

Hn(pt) ∼=

{
Z, n = 0,

0, n ̸= 0.

This is called the axiom about the coefficients or the dimension axiom.
(g) Singular cohomology is additive:

Hn(
⊔
i∈I

Xi) ∼=
∏
i∈I

Hn(Xi).
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For singular cohomology with coefficients in G we have an analoguous set of axioms. There are important
so-called generalized cohomology theories like topological K-theory or cobordism theories that satisfy all
axioms but the dimension axiom.

Note that

Hm(Sn) ∼=

{
Z m = 0, n,

0 otherwise.

for n ⩾ 1. For later use we choose νn ∈ Hn(Sn) with ⟨νn, µn⟩ = 1.

4. Cap product

The rough idea of the cap product is to digest a piece of a chain with a cochain of smaller or equal
degree and to keep the leftover.

Definition 4.1. Let a : ∆n → X and let 0 ⩽ q ⩽ n.

• The (n− q)-dimensional front face of a is

F (a) = Fn−q(a) = a ◦ i : ∆n−q i //∆n a //X

where i is the inclusion i : ∆n−q ↪→ ∆n with i(ej) = ej for 0 ⩽ j ⩽ n− q.
• The q-dimensional back or rear face of a is

R(a) = Rq(a) = a ◦ h : ∆q r //∆n a //X

where r : ∆q ↪→ ∆n is the inclusion with r(e0) = en−q, . . . , r(eq) = en, i.e., r(ei) = en−(q−i).

We can express the (n− q)-dimensional front face of a as

Fn−q(a) = ∂n−q+1 ◦ . . . ◦ ∂n(a).
Similarly,

Rq(a) = ∂0 ◦ . . . ◦ ∂0︸ ︷︷ ︸
p

(a).

In the following, we write p for n− q, thus n = p+ q.

Definition 4.2. Let R be an associative ring with unit. We define

∩ : Sq(X,A;R)⊗ Sn(X,A;R) = Hom(Sq(X,A), R)⊗ Sn(X,A)⊗R −→ Sn−q(X)⊗R = Sn−q(X;R)

as
α ∩ (a⊗ r) := (−1)pqF p(a)⊗ ⟨α,Rq(a)⟩r

for a : ∆n → X and extend the definition linearly to Sn(X,A;R).

So α digests the q-dimensional rear face of a and the p-dimensional front face is the leftover. For the
sign, split a first into F p(A) and Rq(a). In order to form ⟨α,Rq(a)⟩ you have to switch α and F p(a); hence
the sign.

(a) The map ∩ is well-defined: for a = a′ ∈ Sn(X,A), i.e., a = a′ + b with im(b) ⊂ A we get

α ∩ (a⊗ r) = α ∩ ((a′ + b)⊗ r) = α ∩ (a′ ⊗ r)± F (b)⊗ ⟨α,R(b)⟩r.
The image of R(b) is contained in A, but α ∈ Hom(Sq(X,A), R), thus α : Sq(X)→ R with α|Sq(A) =
0 and ⟨α,R(b)⟩ = 0.

(b) There is a more general version of the cap product. If there is a pairing of abelian groups G⊗G′ →
G′′, then we can define

∩ : Sq(X,A;G)⊗ Sn(X,A;G′)→ Sn−q(X;G′′).

Proposition 4.3.
• The Leibniz formula holds for the cap product, i.e.,

∂(α ∩ (a⊗ r)) = (δα) ∩ (a⊗ r) + (−1)qα ∩ (∂a⊗ r).
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• For a map of pairs of spaces f : (X,A)→ (Y,B)

f∗(f
∗(β) ∩ (a⊗ r)) = β ∩ (f∗(a)⊗ r).

Here, f∗ : S∗(X,A)→ S∗(Y,B) and f∗ : S∗(Y,B)→ S∗(X,A).

For the proof we suppress the tensor product with R. It just adds to notational complexity.

Proof. For the first claim we calculate

∂(α ∩ a) = ∂((−1)pqF p(a)⊗ ⟨α,Rq(a)⟩)
= (−1)pq∂(F p(a))⊗ ⟨α,Rq(a)⟩

=

n−q∑
i=0

(−1)pq(−1)i∂i(∂n−q+1 ◦ . . . ◦ ∂n(a))⊗ ⟨α,Rq(a)⟩

and

(δα) ∩ a = (−1)(p−1)(q+1)F p−1(a)⊗ ⟨δα,Rq+1(a)⟩

= (−1)(p−1)(q+1)F p−1(a)⊗ ⟨α, ∂Rq+1(a)⟩

=

q∑
i=0

(−1)(p−1)(q+1)(−1)iF p−1(a)⊗ ⟨α, ∂iRq+1(a)⟩.

Finally,

α ∩ ∂a =

n∑
j=0

(−1)jα ∩ ∂ja

=

n∑
j=0

(−1)j(−1)(p−1)qF p−1(∂ja)⊗ ⟨α,Rq(∂ja)⟩

=

n∑
j=0

(−1)j(−1)(p−1)qF p−1(∂ja)⊗ ⟨α,Rq(∂j(a))⟩

=

n∑
j=0

(−1)j(−1)(p−1)q∂n−q ◦ . . . ◦ ∂n−1 ◦ ∂ja⊗ ⟨α, ∂n−1−q
0 ∂ja⟩.

In order to get the result, use that ∂j∂i = ∂i−1∂j for 0 ⩽ j < i ⩽ n and split the terms in α ∩ ∂a so that
they correspond to summands in (δα) ∩ a for big j or summands in ∂(α ∩ a) for small j.

For the claim about naturality we plug in the definitions and obtain

f∗(f
∗(β) ∩ a) = f∗(F (a)⊗ ⟨f∗β,R(a)⟩)

= f∗(F (a)⊗ ⟨β, f∗R(a)⟩)
= F (f∗(a))⊗ ⟨β,R(f∗(a))⟩)
= β ∩ f∗(a).

□

From the Leibniz formula we get that the cap product satisfies that

• a cocycle cap a cycle is a cycle,
• a cocycle cap a boundary is a boundary,
• a coboundary cap a cycle is a boundary.

Therefore we obtain the following result

Proposition 4.4. The cap product induces a map

∩ : Hq(X,A;R)⊗Hn(X,A;R) −→ Hn−q(X;R)

via
[α] ∩ [a] := [α ∩ a].
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Examples
a) Let R be a ring and consider 1 ∈ S0(X;R), i.e., 1(a) = 1 for all a : ∆0 → X. We claim that 1 ∩ a = a.
We have F (a) = a because q = 0 and R(a)(e0) = a(en). Therefore, 1 ∩ a = a ⊗ ⟨1, a(en)⟩ = a ⊗ 1 and we
identify the latter with a.
b) For a space X and α ∈ Sn(X;G), a ∈ Sn(X) we get

α ∩ a = a(e0)⊗ ⟨α, a⟩
because F (a)(e0) = a(e0) and R(a) = a. In this sense, the cap product generalizes the Kronecker pairing: if
X is path-connected, then [a(e0)] ∈ H0(X) is a generator, and thus we can identify it with 1 ∈ Z.

There is also a version of the cap product of the form

∩ : Hq(X;R)⊗Hn(X,A;R) −→ Hn−q(X,A;R).

Where does the notation ∩ come from? For instance if we take a torus T and the meridian b ⊂ T , then
we consider the class β ∈ H1(T ) dual to [b] ∈ H1(T ). We know that H2(T ) ∼= Z and we denote the generator
by σ. Then β ∩ σ can be represented by the 1-dimensional submanifold of T given by the longitude a ⊂ T .
This submanifold is transversal to b.

5. Cup product

In the following, let R be a commutative ring with unit and we will consider homology and cohomology
with coefficients in R, but we will suppress the R in our notation, so Hn(X,A) will stand for Hn(X,A;R)
and similarly Sn(X,A) is Sn(X,A;R). We’ll use analogous abbreviations for cochains and cohomology.
Sometimes, if we have to be explicit, we denote the multiplication in R by µ.

Definition 5.1. For α ∈ Sp(X,A) and β ∈ Sq(Y,B) we define the cohomology cross product, ×, as
α× β := µ ◦ (α⊗ β) ◦ EZ

where EZ is any Eilenberg-Zilber map

S∗(X × Y ;X ×B ∪A× Y ) −→ S∗(X,A)⊗ S∗(Y,B)

Thus
Sn(X × Y ;X ×B ∪A× Y )

EZ

��
α×β

''

⊕
p+q=n Sp(X,A)⊗ Sq(Y,B)

��

Sp(X,A)⊗ Sq(Y,B)
α⊗β

// R⊗R
µ
// R

• The cohomology cross product is natural, i.e., for maps of pairs of spaces f : (X,A) → (X ′, A′),
g : (Y,B)→ (Y ′, B′)

(f, g)∗(α× β) = (f∗α)× (g∗β).

• The Leibniz formula holds

δ(α× β) = (δα)× β + (−1)|α|α× (δβ).

Here, |α| denotes the degree of α.
• For the Kronecker pairing we have for cohomology classes α, β and homology classes a, b of a
corresponding degree

(5.1) ⟨α× β, a× b⟩ = (−1)|β||a|⟨α, a⟩⟨β, b⟩.
• For 1 ∈ R and thus 1 ∈ S0(X,A)

1× β = p∗2(β), α× 1 = p∗1(α)

where pi (i = 1, 2) denotes the projection onto the ith factor in X × Y .
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• The cohomology cross product is associative

α× (β × γ) = (α× β)× γ

on the level of cohomology groups.
• It satisfies a graded version of commutativity. The twist map τ : X × Y → Y × X yields on
cohomology

α× β = (−1)|α||β|τ∗(β × α).
We will use the cohomology cross product in order to obtain a multiplication on H∗. Let ∆: X → X ×X.

Definition 5.2. For α ∈ Hp(X,A) and β ∈ Hq(X,B) we define the cup-product of α and β as

α ∪ β = ∆∗(α× β).

Hp(X,A)⊗Hq(X,B)
×
//

∪
++

Hp+q(X ×X,X ×B ∪A×X)

∆∗

��

Hp+q(X,A ∪B)

Note that for a ∈ Hp+q(X) and α ∈ Hp(X), β ∈ Hq(X) we get from (5.1)

⟨α ∪ β, a⟩ = (−1)pq⟨α, F pa⟩⟨β,Rqa⟩.

Proposition 5.3. Let α, β, γ be cohomology classes. The cup product satisfies

(a)

α ∪ (β ∪ γ) = (α ∪ β) ∪ γ.
(b)

α ∪ β = (−1)|α||β|β ∪ α.
(c) For ∂ : H∗(A)→ H∗+1(X,A), α ∈ H∗(A), β ∈ H∗(X)

∂(α ∪ i∗β) = (∂α) ∪ β ∈ H∗(X,A).

(d) For f : X → Y

f∗(α ∪ β) = f∗α ∪ f∗β.
(e) We can express the cohomology cross product via the cup product

α× β = p∗1(α) ∪ p∗2(β).

Proof. The properties can be deduced from the properties of the cross product, so we only prove the
last claim: Let α ∈ Hp(X), β ∈ Hq(X).

p∗1(α) ∪ p∗2(β) = (α× 1) ∪ (1× β).

Here, α × 1 and 1 × β live in the cohomology of X ×X. By definition, the cup product is the pull-back of
the cross product by the diagonal. Here, ∆X×X : X ×X → X4. Therefore, the above is equal to

∆∗
X×X((α× 1)× (1× β)) = α× β.

□

We will get an explicit formula of the cup product by choosing an explicit version of the Eilenberg-Zilber
map.

Definition 5.4. A diagonal approximation is a natural chain map D : S∗(X) −→ S∗(X)⊗ S∗(X) with
D(x) = x⊗ x for x ∈ S0(X).

With the method of acyclic methods one can prove

Proposition 5.5. Any two diagonal approximations are chain homotopic.
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Definition 5.6. The Alexander-Whitney map is the diagonal approximation

AW(a) =
∑

p+q=n

F p(a)⊗Rq(a)

for a ∈ Sn(X).

It is obvious that AW is a chain map and this map yields

(α ∪ β)(a) = µ ◦ (α⊗ β)AW(a) = µ ◦ (α⊗ β)
∑

p+q=n

(F p(a)⊗Rq(a)) = (−1)pqα(F p(a))β(Rq(a)).

This formula gives that ∪ is associative on cochain level and not just on the level of cohomology groups.
But note that it does not give a (graded) commutative product on singular cochains. (The cup product
is homotopy commutative and in fact it is homotopy commutative up to coherent homotopies, it is an
E∞-algebra.)

Note, that with this model of the cup product, the properties in Proposition 5.3 can be checked directly.

Proposition 5.7.
(a) For all pairs of spaces (X,A) the cohomology groups H∗(X,A;R) have a structure of a graded

commutative ring with unit 1 ∈ H0(X,A;R).
(b) The ring H∗(X,A;R) acts on H∗(X,A;R) via the cap product

H∗(X,A;R)⊗H∗(X,A;R) ∋ α⊗ a 7→ α ∩ a,
i.e., 1∩ a = a, (α∪ β)∩ a = α∩ (β ∩ a). Thus H∗(X,A;R) is a graded module over the graded ring
H∗(X,A;R).

Examples Many cup products are trivial for degree reasons.

(a) Let Sn be a sphere of dimension n ⩾ 1. We know that H0(Sn) ∼= Z ∼= Hn(Sn) and the cohomology
is trivial in all other degrees. We have 1 ∈ H0(Sn) and νn ∈ Hn(Sn). We know that

1 ∪ νn = νn = νn ∪ 1, 1 ∪ 1 = 1

but νn ∪ νn ∈ H2n(Sn) = 0. Thus, H∗(Sn) has the structure of a so-called graded exterior algebra
with the generator νn, ΛZ(νn).

(b) More generally, if X is a CW complex of finite dimension, then α ∪ β = 0 for all α, β for |α|+ |β|
big enough.

(c) In particular, H∗(X) often has nilpotent elements: if

αr := α ∪ . . . ∪ α︸ ︷︷ ︸
r

= 0,

then (α ∪ β)r = ±αr ∪ βr = 0.
(d) Assume that α ∈ Hp(X;R) with an odd p, then

α2 = (−1)p
2

α2 = −α2.

Therefore 2α2 = 0 and if R is a field of characteristic not equal to 2 or if R is a commutative ring
without 2-torsion, then α2 = 0.

(e) IfX = X1∨X2 andX1, X2 are well-pointed, thenH
∗(X) ∼= H∗(X1)×H∗(X2)(∼= H∗(X1)⊕H∗(X2))

as rings: for α = α1+α2 and β = β1+β2 with αi, βi ∈ H∗(Xi) in positive degrees, the cup product
is

α ∪ β = (α1 + α2) ∪ (β1 + β2) = α1 ∪ β1 + α2 ∪ β2.
(f) If X can be covered like X = X1∪ . . .∪Xr with H

∗(Xi) ∼= 0 for ∗ ⩾ 1 and Xi path-connected, then
in H∗(X) all r-fold cup products of elements of positive degree vanish. We prove the case where
r = 2; the general claim then follows by induction. So assume X = X1 ∪X2 such that the Xi have
vanishing cohomology groups in positive degrees and let ij : Xj ↪→ X be the inclusion of Xj into X
(j = 1, 2). Then for all α ∈ H∗(X), i∗j (α) = 0. Consider the exact sequence

0 ∼= H̃∗−1(Xj) −→ H∗(X,Xj) −→ H∗(X) −→ H∗(Xj) ∼= 0.
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Therefore, for all α there is an α′ ∈ H∗(X,X1) that is mapped isomorphically to α. Similarly,
for β ∈ H∗(X) there is an β′ ∈ H∗(X,X2) that corresponds to β. The cup product α ∪ β then
corresponds to α′ ∪ β′, but this is an element of H∗(X,X1 ∪X2) = H∗(X,X) = 0.

(g) Consider a product of spheres, X = Sn×Sm with n,m ⩾ 1. The Künneth formula and the universal
coefficient theorem tell us that

H∗(Sn × Sm) ∼= H∗(Sn)⊗H∗(Sm).

We have three additive generators in positive degrees

αn = νn × 1, βm = 1× νm, and γn+m = νn × νm.

The square α2
n is trivial:

α2
n = (νn × 1) ∪ (νn × 1) = (νn ∪ νn)× (1 ∪ 1) = 0.

Similarly, β2
m = 0 = γ2n+m. But the products

αn ∪ βm = νn × νm = γn+m, βm ∪ αn = (−1)mnγn+m
are non-trivial.

This determines the ring structure of H∗(Sn×Sm). In particular, the cohomology ring H∗(Sn×
Sm) is not isomorphic to the cohomology ring H∗(Sn∨Sm∨Sn+m). Additively, both graded abelian
groups are isomorphic, thus the graded cohomology ring is a finer invariant than the cohomology
groups.

Note that the cohomology rings of Σ(Sn×Sm) and Σ(Sn∨Sm ∨Sn+m) are isomorphic (namely here cup
products of elements of positive degree are trivial due to example (f)). But here, we actually have

Σ(Sn × Sm) ≃ Σ(Sn ∨ Sm ∨ Sn+m).

6. Orientability of manifolds

Definition 6.1. A topological space X is called locally euclidean, if every point x ∈ X has an open
neighborhood U which is homeomorphic to an open subset V ⊂ Rm.

• A homeomorphism φ : U → V is called a chart.
• A set of charts is called an atlas, if the corresponding U ⊂ X cover X.
• The number m is the dimension of X.

Example Consider the line with two origins, i.e., let

X = {(x, 1)|x ∈ R} ∪ {(x,−1)|x ∈ R}/ ∼, (x, 1) ∼ (x,−1) for x ̸= 0.

Then X is locally euclidean, but X is not a particularly nice space. For instance, it is not Hausdorff: you
cannot separate the two origins.

Definition 6.2. A topological space X is an m-dimensional (topological) manifold (or m-manifold for
short) if X is a locally euclidean space of dimension m that is Hausdorff and has a countable basis for its
topology.

With this definition, topological manifolds are paracompact.

Examples

(a) Let U ⊂ Rm an open subset, then U is a topological manifold of dimension m.
(b) The n-sphere Sn ⊂ Rn+1 is an n-manifold and Sn = (Sn \N) ∪ (Sn \ S) is an atlas of Sn.
(c) The 2-dimensional torus T ∼= S1 × S1 is a 2-manifold and more generally, the surfaces Fg are

2-manifolds. Charts can be easily given via the 4g-gon whose quotient is Fg.
(d) The open Möbius strip [−1, 1]× (−1, 1)/ ∼ with (−1, t) ∼ (1,−t) is a 2-manifold.
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Let M be a connected manifold of dimension m ⩾ 2. We denote the open charts by Uα ⊂M . Without loss
of generality we can assume that

φ : Uα ∼= D̊m ⊂ Rm

and for an x ∈M we can choose charts with φ(x) = 0. Excision tells us that for all x ∈M

Hm(M,M \ x) ∼= Hm(D̊m, D̊m \ {0}) ∼= H̃m−1(D̊m \ {0}) ∼= Z
for m ⩾ 2.

For a triple B ⊂ A ⊂M there are maps of pairs

ϱB,A : (M,M \A) −→ (M,M \B).

Definition 6.3. An m-manifold M is orientable (with respect to Z) if there is a coherent choice of
generators ox ∈ Hm(M,M \ x), i.e., for all x ∈ M there is an open neighbourhood U of x and a class
oU ∈ Hm(M,M \ U) such that for all y ∈ U we have that (ϱy,U )∗oU = oy.

Note that this implies that for all x1, x2 ∈ U we have the compatibility condition

ox2 = ϱx2,U ◦ (ϱx1,U )
−1(ox1).

Hm(M,M \ U)
ϱx2,U

))

ϱx1,U

uu

ox1
∈ Hm(M,M \ x1) Hm(M,M \ x2) ∋ ox2

Definition 6.4. If such a choice is possible, then (ox|x ∈M) is an orientation of M .

Note that for an orientation (ox|x ∈M) the family (−ox|x ∈M) is an orientation of M as well.

Example If M is the open Möbius strip and you pick a generator ox ∈ H2(M,M \ x) and you walk once
around the Möbius strip, you end up at −ox.

If we choose other coefficients, these problems can disappear. For instance for G = Z/2Z there is no
problem to choose coherent generators for H2(M,M \ x;Z/2Z), so the Möbius strip is Z/2Z-orientable.

Now, we consider integral coefficients again. What we want to have is a global class oM ∈ Hm(M ;Z) =
Hm(M) with

ϱx,M =: ϱx : Hm(M)→ Hm(M,M \ x), ϱx(oM ) = ox

if (ox|x ∈M) is an orientation of M .

Example If M = RP 2, then H2(RP 2) = 0, but H2(RP 2,RP 2 \x) ∼= Z, so here we cannot have such a class.

Definition 6.5. Let K ⊂M be a compact subset ofM . We call an oK ∈ Hm(M,M \K) an orientation
of M along K, if the classes ox := (ϱx,K)∗(oK) constitute a coherent choice of generators for all x ∈ K.

Of course, if we have a global class oM ∈ Hm(M) then we get coherent generators ox for all x ∈M and
also a class oK as above for all compact K ⊂M .

Lemma 6.6. LetM be a connected topological manifold of dimension m and assume that M is orientable.
Let K ⊂M be compact. Then

• Hq(M,M \K) = 0 for all q > m, and
• if a ∈ Hm(M,M \K), then a is trivial if and only if (ϱx,K)∗(a) = 0 for all x ∈ K.

The following method of proof is a standard method in the theory of manifolds.

Proof.
(a) First, let M = Rm and let K be convex and compact in M . In this case we can assume without

loss of generality that K ⊂ D̊m. We calculate

Hq(M,M \K) = Hq(Rm,Rm \K) ∼= Hq(D̊m, D̊m \ x) = 0, for q > m.

All identifications are isomorphisms and this gives the second claim as well.
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(b) Let M be again Rm and let K = K1 ∪K2 with K1,K2 as in (a). In this case the claims follow with
the help of the Mayer-Vietoris sequence, because K1, K2 and K1 ∩K2 satisfy the assumptions as
in (a).

(c) An induction shows the case of M = Rm and K = K1 ∪ . . . ∪Kr with Ki as in (a).
(d) Let M = Rm and let K be an arbitrary compact subset and let a ∈ Hq(M,M \K) with q > m.

Choose a ψ ∈ Sq(Rm) representing the class a. The boundary of ψ, ∂(ψ), has to be of the form

∂(ψ) =

ℓ∑
j=1

λjτj

with τj : ∆
q−1 → Rm \K. As ∆q−1 is compact, the union

ℓ⋃
j=1

τj(∆
q−1) ⊂ Rm \K

is compact.
There exists an open neighborhood U of K in Rm with

ℓ⋃
j=1

τj(∆
q−1) ∩ U = ∅.

Therefore ψ gives a cycle in S∗(Rm,Rm\U) and we let a′ ∈ Hq(Rm,Rm\U) be the corresponding
class. Thus

(ϱK,U )∗(a
′) = a.

Choose closed balls B1, . . . , Br ⊂ Rm with Bi ⊂ U for all i and K∩Bi ̸= ∅ such that K ⊂
⋃r
i=1Bi.

Consider the restriction maps

(Rm,Rm \ U)
ϱ⋃Bi,U //(Rm,Rm \

⋃r
i=1Bi)

ϱK,
⋃

Bi //(Rm,Rm \K).

Define a′′ as a′′ := (ϱ⋃Bi,U )∗(a
′). Note that (ϱK,

⋃
Bi
)∗(a

′′) = a.
The Bi are convex and compact and therefore

(ϱ⋃Bi,U )∗(a
′) = 0 = a′′, for all q > m

and hence a = 0.
Let q = m and assume that (ϱx,K)∗(a) = 0 for all x ∈ K. We have to show that a is trivial.

We express (ϱx,K)∗(a) as above as

(ϱx,K)∗(a) = (ϱx,K)∗ ◦ (ϱK,⋃Bi
)∗(a

′′) = (ϱx,
⋃
Bi
)∗(a

′′) = 0

for all x ∈ K. For every x ∈ Bi∩K the above composition is equal to (ϱx,Bi
)∗ ◦ (ϱBi,

⋃
Bi
)∗(a

′′), but
(ϱx,Bi

)∗ is an isomorphism and hence (ϱBi,
⋃
Bi
)∗(a

′′) = 0. This implies (ϱy,Bi
)∗◦(ϱBi,

⋃
Bi
)∗(a

′′) = 0
for all y ∈ Bi and in addition (ϱy,

⋃
Bi
)∗(a

′′) = 0 for all y ∈
⋃
Bi. According to case (c) this implies

that a′′ = 0 and therefore a = (ϱK,
⋃
Bi
)∗(a

′′) is trivial as well.
(e) Now let M be arbitrary and suppose that K is contained in a domain of a chart K ⊂ Uα ∼= Rm.

Therefore

Hq(M,M \K) ∼= Hq(Uα, Uα \K) ∼= Hq(Rm,Rm \ im(K)).

As the image of K is compact in Rm, the claim follows from (d).
(f) If M and K are arbitrary, then K = Kα1 ∪ . . . ∪Kαr with Kαi = K ∩ Uαi ̸= ∅. An induction as

in (c) then proves the claim.
□

Proposition 6.7. Let K ⊂ M be compact and assume that M is connected and oriented with (ox ∈
Hm(M,M \ x)|x ∈ M). Then there is a unique orientation of M along K, which is compatible with the
orientation of M , i.e., there is a class oK ∈ Hm(M,M \K) such that (ϱxK)∗(oK) = ox for all x ∈ K.
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Proof. First we show uniqueness. Let oK and õK be two orientations of M along K. By assumption
we have that

(ϱxK)∗(oK)− (ϱxK)∗(õK) = (ϱxK)∗(oK − õK) = 0.

According to Lemma 6.6 this is only the case if oK − õK = 0.
In order to prove existence we first consider the case where K ⊂ Uα ∼= D̊m and hence M \Uα ⊂M \K.

Let x ∈ K. We denote the isomorphism Hm(M,M \ Uα) ∼= Hm(M,M \ x) by ϕ.
We define oK as

oK := (ϱK,Uα)∗((ϕ
−1)(ox)).

For K = K1 ∪ K2 with Ki contained in the source of a chart we get that oK1
and oK2

exist. Let
K0 = K1 ∩K2 and consider the Mayer-Vietoris sequence

0 //Hm(M,M \K)
i //Hm(M,M \K1)⊕Hm(M,M \K2)

κ //Hm(M,M \K0) // . . .

The uniqueness of the orientation along K0 implies that

κ(oK1
, oK2

) = (ϱK0,K1
)∗(oK1

)− (ϱK0,K2
)∗(oK2

) = 0.

Therefore there is a unique class oK ∈ Hm(M,M \K) with i(oK) = (oK1
, oK2

).
For the last case we consider a compact subset K and we know that K = K1 ∪ . . .∪Kr with Ki ⊂ Uαi

.
An induction then finishes the proof. □

Theorem 6.8. LetM be a connected and compact manifold of dimension m. The following are equivalent

(a) M is orientable,
(b) there is an orientation class oM ∈ Hm(M ;Z),
(c) Hm(M ;Z) ∼= Z.

Proof. Proposition 6.7 yields that (a) implies (b). Now assume that (b) holds, thus there is a class
oM ∈ Hm(M) restricting to the local orientation classes ox. Then the class oM satisfies, that oM is not
trivial, because its restriction (ϱx,M )∗oM = ox is a generator and hence non-trivial. Furthermore, oM cannot
be of finite order: if koM = 0, then this would imply kox = 0 for all x ∈ M contradicting the generating
property of the ox. Let a ∈ Hm(M) be an arbitrary element. Thus (ϱx,M )∗(a) = kox for some integer k.
As the ox are coherent in x, this k has to be constant and if we set b := koM − a then (ϱx,M )∗b = 0 for all
x and this implies that b = 0. Therefore a = koM , thus every element in Hm(M) is a multiple of oM and
Hm(M) ∼= Z.

Assuming (c) there are two possible generators in Hm(M). Choose one of them and call it oM . Then
((ϱx,M )∗oM |x ∈M) is an orientation of M . □

The oM as in Theorem 6.8 is also called fundamental class of M and is often denoted by [M ] = oM .

Example For the m-sphere, M = Sm we can choose µm ∈ Hm(Sm) as a generator, thus

[Sm] = oSm = µm.

All results about orientations can be transferred to a setting with coefficients in a commutative ring R
with unit 1R.

• ThenM is called R-orientable if and only if there is a coherent choice of generators Hm(M,M \x;R)
for all x ∈M .
• The results we had have formulations relative R: Lemma 6.6 goes through, and if M has an R-
orientation (oRx |x ∈M), then for all compact K ⊂M there is an R-orientation of M along K, i.e.,
a class oRK ∈ Hm(M,M \ K;R) that restricts to the local classes. The R-version of Theorem 6.8
yields a class oRM ∈ Hm(M ;R) restricting to the oRx . The class oRM is then called the fundamental
class of M with respect to R and is denoted by [M ;R].

Returning to integral coefficients, we know that for compact orientable manifolds of the same dimension
we get a copy of the integers in the homology of the highest degree.
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Definition 6.9. Let M and N be two oriented compact connected manifolds of the same dimension
m ⩾ 1 and let f : M → N be continuous. Then the degree of f is the integer deg(f) that is given by

Hm(f)[M ] = deg(f)[N ].

Consider the projection map π : S1× S1 → S1× S1/S1 ∨ S1 ∼= S2. This map has degree one if you choose
compatible orientations.

Of course, this definition extends the notion of the degree of a map that we had for self-maps of spheres.

Proposition 6.10. Let M,N1, N2 be as above and let f : M → N1, g : N1 → N2.

(a) The degree is multiplicative, i.e.,

deg(g ◦ f) = deg(g)deg(f).

(b) If M̄ is the same manifold as M but with opposite orientation, then

deg(f) = deg(f : M̄ → N̄1) = −deg(f : M̄ → N1) = −deg(f : M → N̄1).

(c) If the degree of f is not trivial, then f is surjective.

Proof. The first claim follows directly from the definition of the degree. For (b) note that [M̄ ] = −[M ],
because we have to have

(ϱx,M )∗[M̄ ] = −ox
if (ox|x ∈M) is the orientation of M .

For (c) assume that f is not surjective, thus there is a y ∈ N , that is not contained in the image of M
under f . Consider the composition

Hm(M)
Hm(f)

//Hm(N)
(ϱy,N )∗

//Hm(N,N \ y).
This composition is trivial by assumption. On the other hand (ϱy,N )∗ is an isomorphism. Hence Hm(f) =
0. □

7. Cohomology with compact support

So far, orientation theory works fine if we restrict our attention to compact manifolds. We are aiming
at Poincaré duality : if M is a compact connected oriented manifold of dimension m, then taking the cap
product with [M ] = oM gives a map

(−) ∩ oM : Hq(M)→ Hm−q(M).

Our aim is to show that this gives an isomorphism, but we also want to extend the result to non-compact
M . To this end we define the following notion.

Definition 7.1. Let X be an arbitrary topological space and let R be a commutative ring with unit
1R. Then the singular n-cochains with compact support of X are

Snc (X;R) = {φ : Sn(X)→ R|∃Kφ ⊂ X compact, φ(σ) = 0 for all σ : ∆n → X with σ(∆n) ∩Kφ = ∅.}
The nth cohomology group with compact support of X with coefficients in R is

Hn
c (X;R) := Hn(S∗

c (X;R)).

Note that S∗
c (X;R) ⊂ S∗(X;R) is a sub-complex. This inclusion of complexes induces a map on

cohomology

Hn
c (X;R) −→ Hn(X;R).

If X is compact, then Hn
c (X;R) ∼= Hn(X;R) for all n.

Do we get a map from singular cohomology to singular cohomology with compact support? Well, yes,
but only in a relative setting: Let K ⊂ X be compact. The restriction map

ϱK,X : (X,X \X) = (X,∅) −→ (X,X \K)

induces a map

ϱnK,X : Sn(X,X \K;R) −→ Sn(X;R)
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whose image is contained in Snc (X;R): for a φ in the image there is a ψ ∈ Sn(X,X\K;R) with ϱnK,X(ψ) = φ.

The functional ψ is trivial on all simplices σ : ∆n → X with σ(∆n) ∩K = ∅. Therefore,

φ(σ) = ϱnK,X(ψ)(σ) = 0

for such σ.

Lemma 7.2.
(a) For all compact K ⊂ X the map ϱ∗K,X is a cochain map S∗(X,X \ K;R) −→ S∗

c (X;R) and in
particular we get an induced map

H∗(ϱK,X) : H∗(X,X \K;R) −→ H∗
c (X;R).

(b) For compact subsets K ⊂ L ⊂ X we have

ϱK,L ◦ ϱL,X = ϱK,X

and therefore

S∗(X,X \K;R)
ϱ∗K,X

((

ϱ∗K,L

��

S∗
c (X;R)

S∗(X,X \ L;R)
ϱ∗L,X
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commutes.

Lemma 7.2 implies that the system K 7→ S∗(X,X \K;R) is a direct system of cochain complexes: For
K ⊂ L ⊂ L′ we have

ϱ∗K,L′ = ϱ∗L,L′ ◦ ϱ∗K,L
and we even have that for compact K and L we can consider the inclusions K ⊂ K ∪L and L ⊂ K ∪L, thus
these maps meet again.

We recall some facts about direct limits of R-modules and (co)chain complexes of R-modules:

• Let I be a partially ordered set which we consider as a diagram, i.e., for all i < j there is a unique
map fji : i→ j and for i = j we have fii = idi.

• The poset I is called directed, if for all i, j ∈ I there is a k ∈ I with i, j ⩽ k.
• Let Mi for i ∈ I be a family of R-modules together with maps fji : Mi → Mj with fkj ◦ fji = fki
for i < j < k and fii = idMi

. Then we call (Mi)i∈I a direct system. If I is directed, then we call
the system (Mi)i∈I a directed system.

• The direct limit of (Mi), lim−→Mi is the R-module that is determined (up to canonical isomorphism)
by the following universal property: there are R-linear maps hi : Mi → lim−→Mi such that for every
family of R-module maps gi : Mi → M that satisfy gj ◦ fji = gi for all i ⩽ j, there is a unique
morphism of R-modules g : lim−→Mi →M such that g ◦ hi = gi for all i ∈ I.

• For a direct system (Mi, i ∈ I) of R-modules we can construct a model for lim−→Mi as

lim−→Mi =

(⊕
i∈I

Mi

)
/U

where U is the submodule of
⊕

i∈IMi generated by all mi − fji(mi), i ⩽ j.
• For (co)chain complexes the construction is similar. For a direct system of chain complexes
((Ci)∗)i∈I we set

(lim−→(Ci))n := lim−→((Ci)n).

The boundary operators di : (Ci)n → (Ci)n−1 induce a boundary map

d : (lim−→(Ci))n −→ (lim−→(Ci))n−1.
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• Let (Ai)i∈I , (Bi)i∈I and (Ci)i∈I be three direct systems of R-modules. If

0 //Ai
ϕi //Bi

ψi //Ci //0

is a short exact sequence for all i ∈ I and if fji ◦ ϕi = ϕj ◦ fji, fji ◦ ψi = ψj ◦ fji for all i ⩽ j, then
we call

0 //(Ai)
(ϕi)
//(Bi)

(ψi)
//(Ci) //0

a short exact sequence of direct systems.
• A map of direct systems ((ϕi : Ai → Bi)i∈I with fji ◦ ϕi = ϕj ◦ fji) induces a map on the direct
limits ϕ : lim−→Ai → lim−→Bi: The maps ϕi : Ai → Bi give – via composition with hi : Bi → lim−→Bi –
maps Ai → lim−→Bi and by the universal property this yields a unique map

ϕ : lim−→Ai −→ lim−→Bi.

Lemma 7.3.
(a) If

0 //(Ai)
(ϕi)
//(Bi)

(ψi)
//(Ci) //0

is a short exact sequence of directed systems of R-modules, then the sequence of R-modules

0 // lim−→Ai
ϕ
// lim−→Bi

ψ
// lim−→Ci //0

is short exact.
(b) If (Ai)i∈I is a directed system of chain complexes, then

lim−→Hm(Ai) ∼= Hm(lim−→Ai).

Proof. We have to show that i) ϕ is injective, ii) the kernel of ψ is the image of ϕ and iii) ψ is surjective.
We show i) and leave ii) and iii) as an exercise.
Let a ∈ lim−→Ai with ϕ(a) = 0 ∈ lim−→Bi. Write a = [

∑n
j=1 λjaj ] with aj ∈ Aij . Choose k ⩾ i1, . . . , in, then

a = [ak] for some ak ∈ Ak. By assumption ϕ(a) = [ϕk(ak)] = 0. Thus there is an N ⩾ k with fNkϕk(ak) = 0
and by the coherence of the maps ϕk we have 0 = fNk ◦ϕk(ak) = ϕN ◦ fNk(ak). But ϕN is a monomorphism
and therefore fNk(ak) = 0 ∈ lim−→Ai, hence a = [ak] = [fNk(ak)] = 0.

For (b) we observe that (a) holds as well for short exact sequences of directed systems of chain complexes
and thus (a) implies (b). □

We can use this algebraic result to approximate singular cohomology with compact support via relative
singular cohomology groups.

Proposition 7.4. For all spaces X we have

lim−→S∗(X,X \K;R) ∼= S∗
c (X;R)

and hence
lim−→H∗(X,X \K;R) ∼= H∗

c (X;R).

Here the directed system runs over the poset of compact subsets K ⊂ X.

Proof. A cochain φ ∈ Sn(X;R) is an element of Snc (X;R) if and only if there is a compact K = Kφ

such that φ(σ) = 0 for all σ with σ(∆n) ∩K = ∅ and this is the case if and only if φ ∈ Sn(X,X \K;R).
We obtain a well-defined map

Snc (X;R)→ lim−→Sn(X,X \K;R)

in this way. The maps from Lemma 7.2 (a) give a map in the opposite direction. These maps are inverse to
each other. □

To the eyes of compact cohomology Rm (for m ⩾ 2) looks like a sphere:

Proposition 7.5. Assume m ⩾ 2. Then

H∗
c (Rm;R) ∼= H∗(Rm,Rm \ {0};R) ∼=

{
R, ∗ = m,

0, ∗ ≠ m.
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Proof. If K ⊂ Rm is compact, then there is a closed ball of radius rK around the origin, BrK (0), with
K ⊂ BrK (0). Without loss of generality we can assume that rK is a natural number. This implies (by a
cofinality argument that we omit)

lim−→H∗(Rm,Rm \K;R) ∼= lim−→H∗(Rm,Rm \Br(0);R)

where the direct system on the right runs over all natural numbers r. But

H∗(Rm,Rm \Br(0);R) ∼= H∗(Rm,Rm \ {0};R)

for all r and the diagrams

H∗(Rm,Rm \Br(0);R) //

��

H∗(Rm,Rm \ {0};R)

=

��

H∗(Rm,Rm \Br+1(0);R) // H∗(Rm,Rm \ {0};R)

commute. Therefore

lim−→H∗(Rm,Rm \Br(0);R) ∼= lim−→H∗(Rm,Rm \ {0};R)
is an isomorphism, but the system on the right is constant and therefore

H∗
c (Rm;R) ∼= lim−→H∗(Rm,Rm \Br(0);R) ∼= H∗(Rm,Rm \ {0};R).

□

8. Poincaré duality

LetM be a connectedm-dimensional manifold with an R-orientation (ox|x ∈M). For a compact L ⊂M
let oRL = oL be the R-orientation of M along L. (We omit R from the notation.) For K ⊂ L compact we
have that

(ϱK,L)∗(oL) = oK

because (ϱx,K)∗(oK) = ox = (ϱx,L)∗(oL) = (ϱx,K)∗ ◦ (ϱK,L)∗(oL) and oK is unique with this property.
Consider

(−) ∩ oK : Hm−p(M,M \K;R) −→ Hp(M ;R), α 7→ α ∩ oK = (−1)(m−p)pF (oK)⊗ ⟨α,R(oK)⟩.

For K ⊂ L we have (ϱK,L)
∗(α) ∈ Hm−p(M,M \ L;R) and

(ϱK,L)
∗(α) ∩ oL = α ∩ (ϱK,L)∗(oL) = α ∩ oK .

because the cap product is natural.
Therefore the cap product yields a map

lim−→(− ∩ oK) : lim−→Hm−p(M,M \K;R) = Hm−p
c (M ;R) −→ Hp(M ;R).

Definition 8.1. The map

lim−→(− ∩ oRK) : Hm−p
c (M ;R)→ Hp(M ;R)

is called Poincaré duality map and is denoted by PD or PDM .

Henri Poincaré (1854–1912)

Theorem 8.2. (Poincaré Duality) Let M be a connected m-manifold with R-orientation (ox|x ∈ M).
Then PD is an isomorphism PD : Hm−p

c (M ;R) −→ Hp(M ;R) for all p ∈ Z.

Corollary 8.3. (Poincaré duality for compact manifolds) Let M be a connected compact manifold of
dimension m with an R-orientation (ox|x ∈M) and let [M ] = oM be the fundamental class of M , then

PD = (−) ∩ [M ] : Hm−p(M ;R) −→ Hp(M ;R)

is an isomorphism for all p ∈ Z.
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Example Any connected compact manifold of dimension m possesses a Z/2Z-orientation and a funda-

mental class o
Z/2Z
M ∈ Hm(M ;Z/2Z) ∼= Z/2Z. Thus for all p

(−) ∩ oZ/2ZM : Hm−p(M ;Z/2Z) ∼= Hp(M ;Z/2Z).

For instance the cohomology of RPn and its homology satisfy Poincaré duality with Z/2Z-coefficients re-
gardless of the parity of n.

Proof of Theorem 8.2.
(a) First we consider the case of M = Rm and we know that

Hm−p
c (Rm) ∼=

{
R, p = 0,

0, p ̸= 0

and this is isomorphic to Hp(Rm;R). Therefore, abstractly, both R-modules are isomorphic. Let
Br be the closed r-ball centered at the origin. We have to understand

(−) ∩ oBr
: Hm

c (Rm)→ H0(Rm;R).

We know that ⟨1, α ∩ oBr
⟩ = ⟨α, oBr

⟩ for all α ∈ Hm(Rm,Rm \Br;R). The map

⟨−, oBr ⟩ : Hm(Rm,Rm \Br;R) −→ R, u 7→ ⟨u, oBr ⟩

is bijective because

Hm(Rm,Rm \Br;R) ∼= Hom(Hm(Rm,Rm \Br), R)⊕ Ext(Hm−1(Rm,Rm \Br), R),

but the last summand is trivial because Hm−1(Rm,Rm \Br) = 0. Thus we obtain that for all r the
map (−) ∩ oBr

is bijective and therefore its direct limit

lim−→(−) ∩ oBr : lim−→Hm(Rm,Rm \Br;R) −→ H0(Rm;R)

is an isomorphism as well.
(b) Now assume that M = U ∪ V such that the claim holds for the open subsets U, V and U ∩ V , i.e.,

the maps PDU ,PDV and PDU∩V are isomorphisms and each of them uses the orientation that is
induced from the orientation of M . Assume that K ⊂ U and L ⊂ V are compact and consider the
relative version of the Mayer-Vietoris sequences in cohomology

. . . // Hp(M,M \ (K ∩ L);R) // Hp(M,M \K;R)⊕Hp(M,M \ L;R) // Hp(M,M \ (K ∪ L);R)

// Hp+1(M,M \ (K ∩ L);R) // . . .

Excision tells us that

Hp(M,M \ (K ∩ L);R) ∼= Hp((U ∩ V ), (U ∩ V ) \ (K ∩ L);R)
Hp(M,M \K;R) ∼= Hp(U,U \K;R)

Hp(M,M \ L;R) ∼= Hp(V, V \ L;R).
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Here our W for excision is M \ (U ∩ V ), M \ U and M \ V respectively, and the corresponding A
is M \ (K ∩ L), M \K respectively M \ L. We obtain a map of exact sequences

Hm−p
c (U ∩ V ;R)

∩oU∩V //

��

Hp(U ∩ V ;R)

��

Hm−p
c (U ;R)⊕Hm−p

c (V ;R)
∩oU⊕∩oV //

��

Hp(U ;R)⊕Hp(V ;R)

��

Hm−p
c (M ;R)

∩oM //

��

Hp(M ;R)

��

Hm−p+1
c (U ∩ V ;R)

∩oU∩V //

��

Hp−1(U ∩ V ;R)

��

Hm−p+1
c (U ;R)⊕Hm−p+1

c (V ;R)
∩oU⊕∩oV // Hp−1(U ;R)⊕Hp−1(V ;R)

The five lemma thus proves the case M = U ∪ V .
(c) Now assume M =

⋃∞
i=1 Ui with open Ui such that U1 ⊂ U2 ⊂ . . .. We will show that if the claim

holds for all Ui with the orientation induced by the one of M , then the claim holds for M .
To that end, let U ⊂M be an arbitrary open subset and let K ⊂ U be compact. Excision gives

us
Hp(M,M \K;R) ∼= Hp(U,U \K;R)

and we denote by φK the inverse of this map. The direct limit of these φK induces a map

φMU := lim−→φK : Hp
c (U ;R) −→ Hp

c (M ;R).

In general, this map is not an iso (U is ’too small’), but now we let U vary. For U ⊂ V ⊂W we get

φWU = φWV ◦ φVU , φUU = id.

As the excision isomorphism is induced by the inclusion (U,U \K) ↪→ (M,M \K), we get that the
following diagram commutes:

Hm−p
c (U ;R)

φM
U //

PDU

��

Hm−p
c (M ;R)

PDM

��

Hp(U ;R)
(iMU )∗

// Hp(M ;R)

and hence the corresponding diagram

lim−→Hm−p
c (Ui;R)

lim−→φM
Ui
//

lim−→PDUi

��

Hm−p
c (M ;R)

PDM

��

lim−→Hp(Ui;R)
lim−→(iMUi

)∗
// Hp(M ;R)

commutes as well. The map lim−→φMUi
is an isomorphism because every K ends up in some Ui

eventually. By assumption, each PDUi is an isomorphism and so is their limit. Similarly the limit
of the (iMUi

)∗ is an iso and therefore PDM is.
(d) We show that the claim is valid for arbitrary open subsets M ⊂ Rm. We express M as a union

M =
⋃∞
r=1 B̊r where the Br are m-balls. This is possible because Rm has a countable basis of its

topology. Set Ui :=
⋃i
r=1 B̊r, then of course

U1 ⊂ U2 ⊂ . . .
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The claim holds for the Ui and because of (c) it then holds for M .
(e) Finally we assume that M is as in the theorem with some fixed R-orientation. Every point in M

has a neighborhood which is homeomorphic to some open subset of Rm and we can choose the
homeomorphism in such a way that it preserves the orientation. We know that M has a countable
basis for its topology and thus there are open subsets V1, V2, . . . ⊂M such that Vi ∼=Wi ⊂ Rm and

the Vi cover M . Define Ui :=
⋃i
j=1 Vj , thus M =

⋃
i Ui. The claim holds for the Vj and therefore

it holds for the Ui and thus for M .
□

9. Alexander-Lefschetz duality

We will derive a relative version of Poincaré duality and some geometric applications. First, we will
consider Čech cohomology.

Let X be an arbitrary topological space and let A ⊂ B ⊂ X. We consider open neighborhoods (V,U)
of (B,A), i.e., open subsets U ⊂ V ⊂ X with A ⊂ U and B ⊂ V . The rough idea of Čech cohomology is to
approximate Hq(B,A) by Hq(V,U) where the open neighborhoods come closer and closer to (B,A).

Note that for (V,U) ⊂ (V ′, U ′) we get induced maps

Hq(V ′, U ′) −→ Hq(V,U).

We use this property to construct a directed system, so we set (V ′, U ′) ⩽ (V,U) if and only if V ⊂ V ′ and
U ⊂ U ′.

Definition 9.1. We define the Čech cohomology of the pair (B,A) with A ⊂ B ⊂ X as

Ȟp(B,A) = lim−→Hp(V,U).

Eduard Čech (1893–1960)
In this generality, Čech cohomology has very bad properties.
For subsets A ⊂ B ⊂ X where X is a so-called euclidean neighborhood retract and if A and B are locally

compact, then Ȟp(B,A) only depends on B and A and not on X. (A space Y is a euclidean neighborhood
retract, if there is a space X ⊂ Rn for some n such that X is a retract of a neighborhood X ⊂ U ⊂ Rn and
Y is homeomorphic to X.)

If in addition A and B are euclidean neighborhood retracts, then Ȟp(B,A) is actually isomorphic to
Hp(B,A). For more background on Čech cohomology see [D, VIII §6].

Now let M be a connected m-dimensional manifold and let K ⊂ L ⊂M be compact subsets in M . We
assume that there is an orientation class oL ∈ Hm(M,M \ L) of M along L (possibly with coefficients in R
but we will suppress this from the notation). We aim at a cap-pairing of Ȟ∗(L,K) with H∗(M,M \ L).

For (L,K) ⊂ (V,U) we get a map on the level of chains and cochains

Sp(V,U)⊗
(
Sk(U) + Sk(V \K)

Sk(V \ L)

)
−→ Sk−p(V \K,V \ L).

For this note that V \ L ⊂ (U ∪ (V \K)) = V . Thus for α ∈ Sp(V,U) and a+ b ∈ Sk(U)+Sk(V \K)
Sk(V \L) we have

α ∩ (a+ b) = α ∩ a+ α ∩ b = 0 + α ∩ b

and this ends up in the correct chain group.

The homology of S∗(U)+S∗(V \K)
S∗(V \L) is isomorphic toH∗(V, V \L) and this in turn is isomorphic toH∗(M,M\

L) via excision.
Excision tells us as well that

H∗(V \K,V \ L;R) ∼= H∗(M \K,M \ L;R).

As Čech cohomology is the direct limit lim−→H∗(V,U) and as everything is compatible (which we did not

really show), the above gives a well-defined map

PD : Ȟq(L,K)⊗Hm(M,M \ L) −→ Hm−q(M \K,M \ L), α⊗ oL 7→ α ∩ oL.
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Proposition 9.2. (Alexander-Lefschetz duality) Let M be a connected m-dimensional manifold and let
K ⊂ L ⊂M with K,L compact. Let M be oriented along L with respect to R. Then the map

PD = (−) ∩ oL : Ȟq(L,K;R) −→ Hm−q(M \K,M \ L;R)

is an isomorphism for all integers q.

James Waddell Alexander II (1888–1971)
Solomon Lefschetz (1884–1972)
Before we prove this result, we collect some properties of this form of the Poincaré duality map.

(a) This PD map still satisfies that PD(1) = oL for K = ∅ and 1 ∈ Ȟ0(L;R).
(b) The PD-map is natural in the following sense: for (L,K) ↪→ (L′,K ′) the diagram

Ȟq(L′,K ′)
(−)∩oL′

//

Ȟq(i)

��

Hm−q(M \K ′,M \ L′)

Hm−q(i)

��

Ȟq(L,K)
(−)∩oL

// Hm−q(M \K,M \ L)

commutes.
(c) We won’t prove the following fact. The diagram

. . . // Ȟq(L,K) //

∩oL
��

Ȟq(L) //

∩oL
��

Ȟq(K) //

∩oK
��

Ȟq+1(L,K) //

∩oL
��

. . .

. . . // Hm−q(M \K,M \ L) // Hm−q(M,M \ L) // Hm−q(M,M \K) // Hm−q−1(M \K,M \ L) // . . .

commutes, and therefore (using the five lemma) it suffices to show the absolute version of Alexander-
Lefschetz duality.

Lemma 9.3. If K and L are compact subsets of M with an orientation class oK∪L along K ∪ L and
induced orientation classes oK and oL. Then the diagram

. . .
∂ // Ȟq(K∪L) //

∩oK∪L

��

Ȟq(K)⊕Ȟq(L) //

∩oK⊕∩oL
��

Ȟq(K∩L)
∂ //

oK∩L

��

. . .

. . .
δ // Hm−q(M,M\(K∪L)) // Hm−q(M,M\K)⊕Hm−q(M,M\L) // Hm−q(M,M\(K∩L))

δ // . . .

commutes and has exact rows.

Proof. The only critical squares are the ones that are slightly out of the focus of the above diagram,
the ones with the connecting homomorphisms. The Ȟ∗-sequence comes from direct limits of

0→ Hom(S∗(U) + S∗(V ), R) −→ Hom(S∗(U), R)⊕Hom(S∗(V ), R) −→ Hom(S∗(U ∩ V ), R)→ 0

for open U, V with K ⊂ U and L ⊂ V .
Let α ∈ Ȟq(K ∩ L;R). Choose a representing cocycle f with α = [f ], i.e., δf = 0 on U ∩ V and let

∂ be the conneting homomorphism for ordinary singular cohomology. What is ∂(α)? A preimage for f in
the direct sum is (f, 0) and its coboundary is (δf, 0), so if we choose an h ∈ Hom(S∗U + S∗V,R) with the
property h(u+ v) = δf(u) for u ∈ S∗(U), v ∈ S∗(V ), then

∂(α) = [h].

We can extend h to a cochain onM (for instance by defining it to be trivial on the chains that are supported
on the complement).

We want to compare ∂(α) ∩ oK∪L and δ(α ∩ oK∩L). For the first term we express oK∪L = [a] as a sum

a = b+ c+ d+ e ∈ S∗(U ∩ V ) + S∗(U \ L) + S∗(V \K) + S∗(M \ (K ∪ L)).
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The subsets U ∩ V,U \ L, V \K and M \ (K ∪ L) are open and therefore we can work with small chains for
this open cover. With the notation as above we get

∂(α) ∩ oK∪L = [h ∩ (b+ c+ d+ e)] = [h ∩ c]
because h is only non-trivial on chains in U and as δ(f) is trivial on U ∩ V h is only non-trivial on the
complement of V in U .

For α ∩ oK∩L we write [f ∩ a] and as the lower exact row comes from the short exact sequence

0→ S∗(M)

S∗(M \K ∪ L)
−→ S∗(M)

S∗(M \K)
⊕ S∗(M)

S∗(M \ L)
−→ S∗(M)

S∗(M \K) + S∗(M \ L)
→ 0

we view the latter as an element modulo S∗(M \ K) + S∗(M \ L). The connecting homomorphism picks
(f ∩ a, 0) as a pre-image of f ∩ a takes its boundary (∂(f ∩ a), 0) but the latter is up to sign

(∂(f ∩ a), 0) = (δ(f) ∩ a), 0)± (f ∩ ∂a, 0).
Writing a as a = b+ c+ d+ e and using that f ignores b and e we obtain that the above is (δf ∩ c+ δf ∩
d± f ∩ ∂a, 0). But δf ∩ d and f ∩ ∂a are elements in S∗(M \K) and hence all that remains when we pick a
preimage is (δf ∩ c, 0), thus

δ(α ∩ oK∩L) = [δf ∩ c] = [h ∩ c].
□

Now we can prove Alexander-Lefschetz duality.

Proof of Proposition 9.2. We will show the absolute case, i.e., that

(−) ∩ oK : Ȟq(K) −→ Hm−q(M,M \K)

is an isomorphism for all q.
IfK is empty, then we get the true statement that 0 = 0. ForK a point we only get something non-trivial

for q = 0 and here 1 ∈ R = Ȟ0(K) = H0(K) is sent to oK = ox via Poincaré duality.
Similarly, if M = Rm and K is convex and compact we can proceed as in the case of a point.
If K = K1 ∪ . . . ∪Kr, M is still Rm and the Ki are convex compact an induction over r with the help

of Lemma 9.3 proves the claim.

For M = Rm and K arbitrary we can find a neighborhood U of K of the form U =
⋃N
i=1 Ui with the

Ui being convex. Such U suffice to calculate the direct limit lim−→Hq(U) for the Čech cohomology of K. For
such U we have

Hm−q(Rm,Rm \K) ∼= lim−→Hm−q(Rm,Rm \ U)

because Rm \K =
⋃
U Rm \ U . The U satisfy Alexander-Lefschetz duality and hence K does.

Finally let M and K be arbitrary, but satisfying the conditions of Proposition 9.2. Express K =
K1 ∪ . . . ∪Kr such that the Ki are contained in a chart that is homeomorphic to Rm and proceed as in the
case before. □

10. Application of duality

Proposition 10.1. (Classical Alexander duality) Let K ⊂ Rm be compact. Then

Ȟq(K) ∼= Hm−q(Rm,Rm \K) ∼= H̃m−q−1(Rm \K).

Here the first isomorphism is Alexander-Lefschetz duality and the second one is a result of the long exact
sequence of pairs in homology.

This is bad news for knot complements. A knot K is the homeomorphic image of S1 in R3 and the above
tells us that

H1(R3 \K) ∼= Ȟ1(K)

but the circle is a euclidean neighborhood retract and therefore Čech cohomology concides with ordinary
singular cohomology, but H1(K) ∼= Z, thus the first homology group of any knot complement is isomorphic
to the integers, thus it does not help to distinguish knots. The fundamental group of the knot complement
does a better job. Here the un-knot gives the integers, but for instance the complement of the trefoil knot
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has a fundamental group that is not isomorphic to the integers, but is isomorphic to the group ⟨a, b|a2 = b3⟩.
This group is actually isomorphic to the braid group on three strands.

Proposition 10.2. Let M be a compact oriented connected m-manifold and let ∅ ̸= K ⊂M be compact.
If H1(M) is trivial, then Ȟm−1(K) is free abelian and M \K has rankȞm−1(K) + 1 components.

Proof. Let k = |π0(M \K)| be the number of components of the complement of K in M . Therefore

k = rankH0(M \K) = 1 + rankH̃0(M \K).

By assumption H1(M) = 0 = H̃0(M) and therefore we know from the long exact sequence and duality that

H̃0(M \K) ∼= H1(M,M \K) ∼= Ȟm−1(K).

□

Proposition 10.3. If M is a compact connected orientable m-manifold and if the first homology group
of M with integral coefficients vanishes, then all compact submanifolds without boundary of dimension m−1
are orientable.

Compact manifolds without boundary are often called closed.

Proof. A submanifold N ⊂M is a euclidean neighborhood retract and therefore

Hm−1(N) ∼= Ȟm−1(N) ∼= H1(M,M \N) ∼= H̃0(M \N)

thus Hm−1(N) is free abelian. This implies that the components of N are orientable. □

Corollary 10.4. It is not possible to embed RP 2 into R3.

If one could, then one could embed RP 2 into S3 as the one-point compactification of R3. Due to
H1(S3) = 0, the 2-manifold RP 2 would be orientable, but we know that it’s not. At the math institute in
Oberwolfach there is a model of the Boy surface. That’s a model of an immersion of RP 2 into three-space.
https://www.mfo.de/about-the-institute/history/boy-surface

Proposition 10.5. Let M be a compact connected and orientable m-manifold and let βi be the ith Betti
number of M , βi = dimQHi(M ;Q). Then

βi = βm−i.

Enrico Betti Glaoui (1823–1892)

Proof. Note that orientability implies Q-orientability. Duality then tells us that

dimQHm−i(M ;Q) = dimQH
i(M ;Q)

As Q is divisible, there is no Ext-term arising in the universal coefficient theorem and thus

dimQH
i(M ;Q) = dimQ(Hom(Hi(M),Q))

but this is equal to the dimension of the vector space of the homomorphisms from the free part of Hi(M) to
Q which is equal to the rank of Hi(M) and this in turn is equal to βi. □

Proposition 10.6. If M is as above of odd dimension, then the Euler characteristic of M vanishes.

Just recall that

χ(M) =

m∑
i=0

(−1)iβi.

Proposition 10.7. If M is a compact connected orientable m-manifold with boundary, then

Ȟq(M,∂M) ∼= Hm−q(M).
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Proof. Glue a collar to M , i.e., consider

W :=M ∪ (∂M × [0, 1)) =:M ∪W ′.

Then W is an m-manifold without boundary such that duality applies and we obtain

Ȟq(M,∂M) ∼= Hm−q(W \ ∂M,W \M) ∼= Hm−q(M \ ∂M) ∼= Hm−q(M).

For this note that W \M ≃ ∂M , W \ ∂M ≃ M \ ∂M ⊔W ′ \ ∂M , W \M = W ′ \ ∂M and that taking the
complement of ∂M in M gives something that is homotopy equivalent to M . □

Corollary 10.8. If M is as above then the Euler characteristic of ∂M is always even.

Proof. Note that χ(M) = χ(W ) and the long exact sequence of the pair W \M ⊂W gives

χ(W ) = χ(W \M) + χ(W,W \M).

Homotopy invariance yields χ(W \M) = χ(∂M) and duality guarantees that χ(W,W \M) = (−1)mχ(M).
Therefore

χ(∂M) = (1 + (−1)m−1)χ(M)

and this is always an even number. □

An important consequence is that RP 2m can never be a boundary of a compact connected manifold,
because its Euler characteristic is 1. Similarly, as

χ(CP 2m) =

2m∑
i=0

(−1)2i = 2m+ 1

and

χ(HP 2m) =

2m∑
i=0

(−1)4i = 2m+ 1

all these projective spaces do not occur as boundaries of connected compact orientable manifolds. For the
calculations of χ note that for complex projective space of dimension 2m we have cells in dimension up to
4m, but only in even dimensions. Similarly, for quaternion projective space of dimension 2m cells occur up
to dimension 8m, but only in degrees divisible by 4.

These facts are important in bordism theory : one can introduce an equivalence relation on manifolds by
saying that two m-manifoldsM and N are bordant, if there is an (m+1)-manifoldW whose boundary is the
disjoint union of M and N , ∂W = M ⊔N . Thus the above projective spaces don’t give trivial equivalence
classes under the bordism relation.

11. Duality and cup products

Let M be a connected closed m-manifold with an R-orientation for some commutative ring R. We
consider the composition

Hk(M ;R)⊗R Hm−k(M ;R)
∪ // Hm(M ;R)

(−)∩oRM
��

H0(M ;R) ∼= R

Definition 11.1. For α ∈ Hk(M ;R), β ∈ Hm−k(M ;R) the map

(α, β) 7→ ⟨α ∪ β, oRM ⟩

is called cup product pairing of M .

Proposition 11.2. The cup product pairing is non-singular if R is a field or if R = Z and all homology
groups of M are torsion-free.
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Here, non-singular means that the induced maps

Hk(M ;R)→ HomR(H
m−k(M ;R), R) and Hm−k(M ;R)→ HomR(H

k(M ;R), R)

are both isomorphisms.
Proposition 11.2 holds as long as one restricts attention to the free part of the cohomology groups: let

FHk(M ;R) denote the free part of Hk(M ;R) then there is a non-singular pairing

FHk(M ;R)⊗R FHm−k(M ;R)→ R.

In geometric applications the ground ring is often R = R, so then you are dealing with a pairing over
the real numbers and methods of linear algebra apply.

Proof. The Kronecker pairing yields a map

κ : Hk(M ;R)→ HomR(Hk(M ;R), R)

and Poincaré duality tells us that capping with oRM is an isomorphism between Hk(M ;R) and Hm−k(M ;R).
The composite is

Hk(M ;R)→ HomR(Hk(M ;R), R) ∼= HomR(H
m−k(M ;R), R), α 7→ ⟨α, (−) ∩ oRM ⟩.

Over a field, κ and hence the composite is an isomorphism. In the torsion-free setting we obtain an isomor-
phism as well. □

Dual to the cup product pairing there is the intersection form:

Hp(M)⊗Hm−p(M)→ Z

with a⊗ b 7→ ⟨PD−1(a) ∪ PD−1(b), oM ⟩. In particular for even-dimensional manifolds, the signature of this
form is an important invariant in differential topology. For instance one can show that for a compact oriented
manifold W such that ∂W = M with a 4n-dimensional manifold M the signature of the intersection form
on M is trivial.

Lemma 11.3. Let M be as in 11.2 with torsion-free homology groups. If Hp(M) ∼= Z ∼= Hm−p(M) and
if α ∈ Hp(M), β ∈ Hm−p(M) are generators, then α ∪ β is a generator of Hm(M) = Z.

Proof. For α there exists a β′ ∈ Hm−p(M) with

⟨α ∪ β′, oM ⟩ = 1.

As β is a generator we know that β′ = kβ for some integer k and hence

1 = ⟨α ∪ β′, oM ⟩ = ⟨α ∪ kβ, oM ⟩ = k⟨α ∪ β, oM ⟩.
But ⟨α ∪ β, oM ⟩ is an integer, so k has to be ±1 and therefore α ∪ β generates Hm(M). □

We will use this result to calculate the cohomology rings of projective spaces.

Lemma 11.4. If α ∈ H2(CPm) is a generator, then αq ∈ H2q(CPm) is a generator as well for q ⩽ m.

Proof. We have to show by induction that αq−1 is an additive generator of H2q−2(CPm) and we do
that by induction over m because we will use the argument in this proof later again.

For m = 1 there is nothing to prove because CP 1 ∼= S2 and there α2 = 0.
Consider the inclusion i : CPm−1 ↪→ CPm. The CW structure of CPm is CPm−1 ∪f D2m. For m > 1

i∗ : H2i(CPm) → H2i(CPm−1) is an isomorphism for 1 ⩽ i ⩽ m − 1 and i∗(α) generates H2(CPm−1).
Induction over m then shows that (i∗(α))q generates H2q(CPm−1) for all 1 ⩽ q ⩽ m − 1. But (i∗(α))q =
i∗(αq) and therefore αq generates H2q(CPm) for 1 ⩽ q ⩽ m−1. Lemma 11.3 then shows that α∪αm−1 = αm

generates H2m(CPm). □

Corollary 11.5. As a graded ring

H∗(CPm) ∼= Z[α]/αm+1 with |α| = 2.

Similarly,

H∗(HPm) ∼= Z[α]/αm+1 with |α| = 4
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and

H∗(RPm;Z/2Z) ∼= Z/2Z[α]/αm+1 with |α| = 1.

There are two geometric consequences that follow from this calculation.

Proposition 11.6. For 0 < m < n the inclusion j : CPm ↪→ CPn is not a weak retract.

Proof. Let us assume that there is an r : CPn → CPm with r ◦ j ≃ id. On second cohomology groups
j induces an isomorphism

j∗ : H2(CPn)→ H2(CPm).

Let α ∈ H2(CPm) be a generator, then β := r∗(α) is a generator as well. As αm+1 = 0 we get

βm+1 = r∗(α)m+1 = r∗(αm+1) = r∗(0) = 0.

But H∗(CPn) ∼= Z[β]/βn+1 and hence βm+1 ̸= 0. □

Proposition 11.7. The attaching map of the 2n-cell in CPn is not null-homotopic.

Proof. Let φ : S2n−1 → CPn−1 be the attaching map, thus

CPn = Cφ = CPn−1 ∪φ D2n.

If φ were null-homotopic, then

CPn−1 ∪φ D2n ≃ CPn−1 ∨ S2n

and CPn−1 were a weak retract of CPn. □

A famous example of this phenomenon is the Hopf fibration φ = η : S3 → CP 1 = S2 = C∪∞. Consider
S3 ⊂ C2 and send S3 ∋ (u, v) to

η(u, v) :=

{
u
v , v ̸= 0,

∞, v = 0.

Corollary 11.8. The map η : S3 → S2 is not null-homotopic.

In fact η generates π3(S2) ∼= Z.

12. The Milnor sequence

The aim is to calculate the cohomology rings of infinite dimensional projective spaces and more generally
to understand cohomology groups for infinite dimensional CW complexes.

Let (Mi)i∈N0
be a family of R-modules together with a sequence of R-linear maps

M0 M1
f1oo M2

f2oo . . .
f3oo

We call such a family (Mi, fi)i∈N0
an inverse system.

Definition 12.1. The inverse limit of the inverse system (Mi)i∈N0
is the R-module

lim←−Mi = {(x0, x1, . . .) ∈
∏
i∈N0

Mi|fi+1(xi+1) = xi, i ⩾ 0}.

If ξ denotes the map that sends (x0, x1, . . .) ∈
∏
i∈N0

Mi to (x0 − f1(x1), x1 − f2(x2), . . .) then we can
express the inverse limit as the kernel of ξ:

0 // lim←−Mi
//
∏
i∈N0

Mi
ξ
//
∏
i∈N0

Mi .

Definition 12.2. Let lim←−
1Mi be the R-module coker(ξ).

Thus we have an exact sequence

0 // lim←−Mi
//
∏
i∈N0

Mi
ξ
//
∏
i∈N0

Mi
// lim←−

1Mi
//0.
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Lemma 12.3. If
0→ (Mi, fi) −→ (Ni, gi) −→ (Qi, hi)→ 0

is a short exact sequence of inverse systems, then the sequence

0→ lim←−Mi −→ lim←−Ni −→ lim←−Qi −→ lim←−
1Mi −→ lim←−

1Ni −→ lim←−
1Qi → 0

is exact.

Proof. Consider ξ :
∏
iMi →

∏
iMi as a chain complex C∗. Then the first homology group is the

inverse limit and the zeroth homology group is the lim-one term

H1C∗ ∼= lim←−Mi, H0C∗ ∼= lim←−
1Mi.

We can translate the short exact sequence of inverse systems into a short exact sequence of chain complexes

0 //
∏
iMi

ξ

��

//
∏
iNi

ξ

��

//
∏
iQi

ξ

��

// 0

0 //
∏
iMi

//
∏
iNi

//
∏
iQi

// 0

and the associated long exact sequence is precisely what we want. □

Therefore the lim-one terms measure how non-exact inverse limits are. We are interested in the case
where we have exactness.

Lemma 12.4. (Mittag-Leffler condition) Assume that for every n ⩾ 0 there is an N = N(n) such that
for all m ⩾ N the image of fn+1 ◦ . . . ◦ fm : Mm →Mn is equal to the image of fn+1 ◦ . . . ◦ fN : MN →Mn.
Then

lim←−
1Mi = 0.

Gösta Mittag-Leffler (1846–1927)

Proof. Without loss of generality we can assume that the sequence N(n) is monoton increasing in n.
We have to show that the cokernel of ξ is trivial. Let (ai)i ∈

∏
iMi. We have to show that this sequence is

in the image of ξ.
As a first case we deal with sequences (ai) such that every ai is in the image of fi+1◦ . . .◦fN : MN →Mi.

We construct elements b0, . . . , bk with ai = bi − fi+1bi+1 for i < k by induction on k such that

bi ∈ im(fi+1 ◦ . . . ◦ fN ).

We start with a0 = b0. Assume the claim is shown for i up to k. Choose a y ∈MN(k+1) with

ak − bk = fk+1 ◦ . . . ◦ fN(k+1)(y).

This is possible by the assumption that the image of fk+1◦. . .◦fN(k+1) is equal to the image of fk+1◦. . .◦fN(k).
Define

bk+1 := −fk+2 ◦ . . . ◦ fN(k+1)(y).

Then
bk − fk+1bk+1 = bk + ak − bk = ak.

If ai is not in the image of fi+1 ◦ . . . ◦ fN : MN →Mi, then we define

a′i = ai + fi+1ai+1 + . . .+ fi+1 ◦ . . . ◦ fN(i)(aN(i)).

We check that

ai − (a′i − fi+1(a
′
i+1)) = ai − ai − fi+1(ai+1)− . . .− fi+1 ◦ . . . ◦ fN(i)(aN(i))

+ fi+1(ai+1) + fi+1 ◦ fi+2(ai+2) + . . .+ fi+1 ◦ . . . ◦ fN(i+1)(aN(i+1))

= fi+1 ◦ . . . ◦ fN(i)+1(aN(i)+1) + . . .+ fi+1 ◦ . . . ◦ fN(i+1)(aN(i+1))

and therefore ai − (a′i − fi+1(a
′
i+1)) is in the image of fi+1 ◦ . . . ◦ fN(i). As in case one we write ai − (a′i −

fi+1(a
′
i+1)) as bi − fi+1bi+1. Thus

ai = ci − fi+1(ci+1)

77



with ci = bi + a′i. □

Examples If every map fi is surjective, then the system (Mi, fi) satisfies the Mittag-Leffler criterion.
For instance the inverse system

Z/pZ←− Z/p2Z←− Z/p3Z←− . . .

satisfies this condition. The inverse limit of this system is called the p-adic integers. These are denoted by
Zp and they are the p-adic completion of the ring of integers.

We want to apply the above result to inverse systems of cochain complexes.
Assume that X is a CW complex and that (Xn)n is a sequence of subcomplexes with Xn ⊂ Xn+1 and

X =
⋃
nXn. For instance, we could have Xn = Xn, the n-skeleton of X. Consider

S∗
n(X) := S∗(Xn).

The inclusion maps Xn ⊂ Xn+1 induce maps

fn+1 : S
∗
n+1(X) −→ S∗

n(X).

We therefore get an inverse system

S∗
0 (X) S∗

1 (X)
f1oo . . .

f2oo

and these maps commute with the coboundary maps

Sin+1(X)
fn+1

//

δ

��

Sin(X)

δ

��

Si+1
n+1(X)

fn+1
// Si+1
n (X).

Lemma 12.5. If (C∗
n, fn) is an inverse system of cochain complexes, such that for every cochain degree

m the system (Cmn , fn) satisfies the Mittag-Leffler condition, then the sequence

0→ lim←−
1Hm−1(C∗

n) −→ Hm(lim←−C
∗
n) −→ lim←−H

m(C∗
n)→ 0

is exact.

Proof. We consider the two exact sequences

(12.1) 0→ Bmn −→ Zmn −→ Hm(C∗
n)→ 0

and

(12.2) 0→ Zmn −→ Cmn −→ Bm+1
n → 0.

As the Cmn satisfy the Mittag-Leffler condition we know that

(12.3) lim←−
1Cmn = 0, for all m.

Lemma 12.3 tells us that the sequence

lim←−
1Cmn −→ lim←−

1Bm+1
n → 0

is exact and thus lim←−
1Bm+1

n = 0. Therefore the sequence (12.1) yields that

lim←−
1Zmn

∼= lim←−
1Hm(C∗

n).

In addition we know that

0→ lim←−Z
m
n −→ lim←−C

m
n −→ lim←−B

m+1
n

is exact and hence the inverse limit of the cocycles is equal to the module of cocycles in the inverse limit:

lim←−Z
m
n
∼= Zm(lim←−C

∗
n).

As the lim-one term on the inverse system of coboundaries is trivial we obtain that

0→ lim←−B
m
n −→ lim←−Z

m
n −→ lim←−H

m(C∗
n)→ 0

78



is exact as well. Lemma 12.3 tells us that the kernel of the connecting homomorphism

∂ : lim←−B
m
n −→ lim←−

1Zm−1
n → 0

is isomorphic to the coboundaries

Bm(lim←−C
∗
n).

Therefore we get the following sequence of inclusions

Bm(lim←−C
∗
n) ⊂ lim←−B

m
n ⊂ lim←−Z

m
n = Zm(lim←−C

∗
n)

and this gives that

0→
lim←−B

m
n

Bm(lim←−C
∗
n)
−→

Zm(lim←−C
∗
n)

Bm(lim←−C
∗
n)
−→

lim←−Z
m
n

lim←−B
m
n

→ 0

is exact. The middle term is Hm(lim←−C
∗
n), the right term is isomorphic to lim←−H

m(C∗
n) and the left term is

isomorphic to the lim-one term lim←−
1Hm−1(C∗

n) because lim←−
1Zm−1

n
∼= lim←−

1Hm−1(C∗
n). □

Theorem 12.6. (Milnor sequence) If X is a CW complex with a filtration X0 ⊂ . . . ⊂ Xn ⊂ Xn+1 ⊂ . . .
of subcomplexes with X =

⋃
nXn, then the sequence

0→ lim←−
1Hm−1(Xn;G) −→ Hm(X;G) −→ lim←−H

m(Xn;G)→ 0

is exact for all abelian groups G.

John Willard Milnor (born 1931)

Proof. We define C∗
n = Hom(S∗(Xn), G). This system satisfies the Mittag-Leffler condition because

the inclusions

Sm(Xn) ↪→ Sm(Xn+1)

dualize to epimorphisms

Hom(Sm(Xn+1), G) −→ Hom(Sm(Xn), G).

The only thing we have to show is that

Hm(X;G) ∼= Hm(lim←−Hom(S∗(Xn), G)).

The inverse limit has a universal property dual to the one of the direct limit and the maps

Hom(S∗(X), G) −→ Hom(S∗(Xn), G)

can be used to show that Hom(S∗(X), G) has the universal property of

lim←−Hom(S∗(Xn), G).

□

Example We consider the infinite complex projective space CP∞. The arguments are analogous for the
infinite real and quaternionic projective spaces, RP∞ and HP∞.

For CP∞ we consider the skeleton filtration, i.e.,

X0 = pt ⊂ X1 = CP 1 ⊂ X2 = CP 2 ⊂ . . .
so Xn is the 2n-skeleton of CP∞. The Milnor sequence in this case is

0→ lim←−
1Hm−1(CPn) −→ Hm(CP∞) −→ lim←−H

m(CPn)→ 0.

However, the maps Hm−1(CPn+1)→ Hm−1(CPn) are surjective and therefore this inverse system satisfies
the Mittag-Leffler condition as well and thus

lim←−
1Hm−1(CPn) = 0

and therefore

Hm(CP∞) ∼= lim←−H
m(CPn).

The inverse limit of truncated polynomial rings Z[α]/αn+1 is isomorphic to the ring of formal power
series.
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Corollary 12.7.

H∗(CP∞) ∼= Z[[α]], |α| = 2

where Z[[α]] denotes the ring of formal power series in α.

Corollary 12.8.

H∗(RP∞;Z/2Z) ∼= Z/2Z[[α]], |α| = 1

and

H∗(HP∞) ∼= Z[[α]], |α| = 4.

Often we consider the cohomology of a space as a direct sum

H∗(X;G) =
⊕
n⩾0

Hn(X;G).

From that point of view we only have finite sums in H∗(X;G) so that this interpretation yields the identifi-
cation of Hm(CP∞) and H∗(RP∞;Z/2Z) as a polynomial ring and you will find

H∗(CP∞) ∼= Z[α], |α| = 2

and

H∗(RP∞;Z/2Z) ∼= Z/2Z[[α]], |α| = 1.

in the literature as well. However, if you view H∗(X) as
⊕

nHn(X) and for free H∗(X) the cohomology as
a dual, then the description of H∗(X) as a product

∏
nH

n(X) is more natural.

13. Lens spaces

Let m ∈ N and let ℓ1, . . . , ℓn be natural numbers with gcd(m, ℓi) = 1 for all i and assume n ⩾ 2. We
consider the action of Z/mZ on S2n−1 given by

ϱ : Z/mZ× S2n−1 → S2n−1, (ζ; z1, . . . , zn) 7→ (ζℓ1z1, . . . , ζ
ℓnzn).

Here, Z/mZ = ⟨ζ⟩ with ζ = e
2πi
m and we view S2n−1 as a subspace of Cn.

This action is free: if ϱ(ζr; z1, . . . , zn) = (z1, . . . , zn), then we have ζrℓizi = zi for all i, but that implies
ζrℓi = 1 for all i and thus rℓi = km for some k. As the ℓi have no non-trivial common divisor with m this
implies that r is a multiple of m.

Example If m = 2, then ζ = −1 and the ℓi are odd. Therefore the action

ϱ : Z/mZ× S2n−1 → S2n−1

is the antipodal action.
We consider the quotient spaces S2n−1/(Z/mZ).

Definition 13.1. The space L = L(m; ℓ1, . . . , ℓn) = S2n−1/(Z/mZ) as above is called lens space with
parameters (m; ℓ1, . . . , ℓn).

Examples For m = 2 we get the real projective spaces L(2; ℓ1, . . . , ℓn) = RP 2n−1 as lens spaces.
The classical case is the three manifold case: For integers p, q with (p, q) = 1 one considers L(p, q) :=

L(p; 1, q).

Note that the projection map π : S2n−1 −→ L(m; ℓ1, . . . , ℓn) is a covering map because of the freeness of
the Z/mZ-action.

We now want to consider CW structures on lens spaces that generalize the CW structures on real
projective spaces.

We start with a CW structure on S1 that has zero cells {e
2πij
m , 1 ⩽ j ⩽ m}.

Let B2n−2
j be the set

B2n−2
j = {cos θ(0, . . . , 0, e

2πij
m ) + sin θ(z1, . . . , zn−1, 0)|0 ⩽ θ ⩽ π/2, (z1, . . . , zn−1) ∈ S2n−3},

i.e., we connect the point (0, . . . , 0, e
2πij
m ) with the points (z1, . . . , zn−1) ∈ S2n−3 via a quarter of a circle.

A calculation shows that B2n−2
j ⊂ S2n−1 and we have B2n−2

j
∼= D2n−2.
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If we connect the circular arc between e
2πij
m and e

2πi(j+1)
m with S2n−3 we get B2n−1

j with boundary

∂B2n−1
j = B2n−2

j ∪B2n−2
j+1 .

We have to understand the Z/mZ-action on these cells. If we restrict ϱ to S2n−3, then ϱ(S2n−3) ⊂ S2n−3.

The arcs between the e
2πij
m and e

2πi(j+1)
m are permuted by ϱ and therefore ϱ permutes the balls B2n−2

j and

the balls B2n−1
j .

Assume that r ∈ N with rℓn = 1 mod m, then ϱr has order m as well and

ϱr|B2n−2
j

: B2n−2
j −→ B2n−2

j+1 ,

because

ζrℓne
2πij
m = e

2πirℓn
m e

2πij
m = e

2πi(j+1)
m .

Every B2n−1
j is a fundamental domain of the ϱr-action. Thus

L ∼= B2n−1
j /ϱr

for any j.
There is a natural inclusion

L(m; ℓ1, . . . , ℓn−1) ⊂ L(m; ℓ1, . . . , ℓn)

which is given by mapping the class [(z1, . . . , zn−1)] to [(z1, . . . , zn−1, 0)]. Representing L(m; ℓ1, . . . , ℓn−1) as
B2n−3
j / ∼ we see that we can build L(m; ℓ1, . . . , ℓn) out of L(m; ℓ1, . . . , ℓn−1) by attaching the (2n− 1)-cell

B2n−1
j and a (2n − 2)-cell B2n−2

j . Note that we really just have to take one of the latter because B2n−2
j is

glued to its neighbour B2n−2
j−1 in the quotient.

Inductively we get a cell structure of L with one cell in each dimension up to 2n− 1.
Example Let n be 2, so the lens spaces are quotients of S3. Let m = 5 and ℓ1 = 1 and ℓ2 = 2, so

ζ = e
2πi
5 .

We have B3
j being a 3-ball with boundary B2

j and B2
j+1. The B

2
j have elements cos θ(0, e

2πij
5 )+sin θ(z, 0)

for z ∈ S1 so these are pairs

(sin θz, cos θe
2πij

5 ) ∈ S3.
Let us consider the cellular chain complex of the lens spaces. We saw that

C∗(L) = Z, ∗ = 0, . . . , 2n− 1.

and let σk be the cell corresponding to the ball Bkj .
The top cell has trivial boundary

d(σ2n−1) = σ2n−2 − σ2n−2 = 0

because the topological boundary of B2n−1
j is the union of two balls one dimension lower which are identified

in the quotient.
For calculating the boundary of σ2n−2 the boundary of that cell is S2n−3 and the attaching map is the

quotient map
S2n−3 −→ L(m; ℓ1, . . . , ℓn−1).

As the action ϱ permutes the cells cyclically, we get that

d(σ2n−2) = mσ2n−3.

By induction we see that the boundary maps are given by multiplication by zero or m, depending on
the parity of the chain degree. Thus

H∗(L(m; ℓ1, . . . , ℓn)) = H∗(0 //Z 0 //Z m //Z 0 // . . .
m //Z 0 //Z)

=


Z, ∗ = 0, 2n− 1,

Z/mZ, ∗ odd and < 2n− 1,

0, otherwise.

Note that we get H1(L) = π1(L) = Z/mZ from covering theory because π1S2n−1 = 0.
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As the top homology group is Z we see that lens spaces are compact connected orientable manifolds of
dimension 2n− 1.

Lemma 13.2. The additive cohomology groups are

H∗(L;Z/mZ) ∼=

{
Z/mZ, 0 ⩽ ∗ ⩽ 2n− 1

0, ∗ > 2n− 1.

The universal coefficient theorem gives the result immediately.
Note that the homology groups of L with coefficients in Z/mZ are isomorphic to the cohomology groups

just by using
Hk(L;Z/mZ) ∼= Hk(L;Z)⊗ Z/mZ⊕ Tor(Hk−1(L),Z/mZ)

or by applying Poincaré duality.
We now focus on the case where m = p is a prime.

Proposition 13.3. The cohomology group Hj(L(p; ℓ1, . . . , ℓn+1);Z/pZ) is generated by{
βi, j = 2i, i ⩽ n,

αβi, j = 2i+ 1, i ⩽ n.

Here α ∈ H1(L;Z/pZ) and β ∈ H2(L;Z/pZ) are generators.

Proof. We prove the claim by induction on n. For n = 1 we have L = L(p; ℓ1, ℓ2) and if α ∈
H1(L;Z/pZ) and β ∈ H2(L;Z/pZ) are generators, then a cup product pairing argument shows that α∪β is
a generator in degree three. We have to understand what α2 is: if p is odd, then α2 = 0. For p = 2 we know
that the lens space is RP 3 and hence in that case α2 is a generator so it is equal to β. In all other degrees,
the cohomology groups are trivial.

Assume now that the claim is true up to degree n. We consider the inclusion

L(p; ℓ1, . . . , ℓn) ↪→ L(p; ℓ1, . . . , ℓn+1) =: L2n+1.

Up to degree 2n − 1 this inclusion gives rise to an isomorphism on cohomology groups. We know that βi

generates the cohomology groups in degrees j = 2i < 2n − 1 and αβi generates the cohomology groups in
degrees j = 2i + 1 ⩽ 2n − 1. An argument as for projective spaces then shows that β ∪ βn−1 generates
H2n(L2n+1;Z/pZ) and β ∪ αβn−1 = αβn generates H2n+1(L2n+1;Z/pZ). □

Corollary 13.4. As graded commutative Z/pZ-algebras

H∗(L(p; ℓ1, . . . , ℓn+1);Z/pZ) ∼=

{
Λ(α)⊗ Z/pZ[β]/βn+1, p > 2,

Z/pZ[α]/α2n+2, p = 2

with |α| = 1 and |β| = 2. Let L denote the direct limit of any system of the form

L(p; ℓ1, . . . , ℓn+1) ⊂ L(p; ℓ1, . . . , ℓn+2) ⊂ . . .
with (p, ℓi) = 1 for all i, then

H∗(L;Z/pZ) ∼=

{
Λ(α)⊗ Z/pZ[[β]], p > 2,

Z/pZ[[α]], p = 2.

The second claim follows with the help of the Milnor sequence. Note that these cohomology groups do
not depend on the ℓi’s.

Remark 13.5. Lens spaces of dimension three give rise to important examples of orientable connected
and compact 3-manifolds that have the same fundamental group and homology groups but that are not
homotopy equivalent. For instance the lens spaces L(5; 1, 1) and L(5; 1, 2) are of that type.

For every prime p the space L above is an Eilenberg-MacLane space of type K(Z/pZ, 1). By definition
this is a space of the homotopy type of a CW complex with

πiL =

{
0, i ̸= 1,

Z/pZ, i = 1.
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(It is a classifying space for Z/pZ. Such a space is denoted by BZ/pZ.)

Saunders Mac Lane (1909–2005)
We can interpret the generator β in terms of the so-called Bockstein-homomorphism. The short exact

sequences

0→ Z→ Z→ Z/pZ→ 0, 0→ Z/pZ→ Z/p2Z→ Z/pZ→ 0

give rise to short exact sequences of cochain complexes

0→ S∗(X;Z)→ S∗(X;Z)→ S∗(X;Z/pZ)→ 0, 0→ S∗(X;Z/pZ)→ S∗(X;Z/p2Z)→ S∗(X;Z/pZ)→ 0

and we get corresponding long exact sequences of cohomology groups. Let β̃ : Hn(X;Z/pZ)→ Hn+1(X;Z)
be the connecting homomorphism for the first sequence, let β : Hn(X;Z/pZ)→ Hn+1(X;Z/pZ) be the one
for the second sequence and let ρ∗ : H

n+1(X;Z) → Hn+1(X;Z/pZ) be induced by the reduction mod p.
Then β is called the Bockstein homomorphism.

Meyer Bockstein (1913–1990)

Lemma 13.6. The diagram

Hn(X;Z/pZ)
β̃

//

β

((

Hn+1(X;Z)

ρ∗

��

Hn+1(X;Z/pZ)

commutes.

You prove this as an exercise. With the help of this auxiliary result it is easy to see that β ∈
H2(L(p; ℓ1, . . . , ℓn+1);Z/pZ) deserves its name: this class is the image of the Bockstein homomorphism
applied to α, i.e., β = β(α).

We do the example p = 2, i.e., the cases of real projective spaces of odd dimension in detail; the odd
prime cases are similar.

Proposition 13.7. The Bockstein β : Hn(RP∞;Z/2Z) → Hn+1(RP∞;Z/2Z) is an isomorphism for
odd n and is trivial for even n. In particular, β(α) = α2.

Proof. Consider the diagram

Hn+1(RP∞;Z)

·2
��

Hn(RP∞;Z/2Z)
β

))

β̃
// Hn+1(RP∞;Z)

ρ∗

��

·2 // Hn+1(RP∞;Z)

Hn+1(RP∞;Z/2Z)

β̃

��

Hn+2(RP∞;Z)

If n is odd, then n + 1 = 2k for some k and then H2k(RP∞;Z) ∼= Z/2Z so that the multiplication by 2 is

trivial. Hence β̃ is surjective. But both adjacent groups are Z/2Z, thus β̃ is an isomorphism.

For even n the groups Hn+1(RP∞;Z) are trivial, hence in these degrees β̃ = 0.
This also implies that for odd n, ρ∗ : H

n+1(RP∞;Z) → Hn+1(RP∞;Z/2Z) is an isomorphism and
therefore β is an isomorphism. □

Remark 13.8. Using that β is a connecting homomorphism, one can show that it is a derivation with
respect to the cup-product:

β(α ∪ γ) = β(α) ∪ γ + (−1)|α|α ∪ β(γ).
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Choose representatives α = [f ] and γ = [g]. By the very definition of β(α) we lift f to a map

f̃ : S|α|(X) → Z/p2Z, take its coboundary and pull that back to a Z/pZ-cochain φ : S|α|+1(X) → Z/pZ
with pφ = δ(f), so φ = β(f). Similarly, we get a lift g̃ and a β(g) = ψ : S|γ|+1(X)→ Z/pZ with pψ = g̃ and

f̃ ∪ g̃ is a lift of f ∪ g. Note that we can view f̃ as having the same values as f and g̃ having the same values
as g, interpreted as elements in Z/p2Z. By the Leibniz rule for the cup-product we have

δ(f̃ ∪ g̃) = δ(f̃) ∪ g̃ + (−1)|α|f̃ ∪ δ(g̃).
Using pφ = δ(f) and pψ = δ(g), this is

pφ ∪ g̃ + (−1)|α|f̃ ∪ pψ = p(φ ∪ g + (−1)|α|f ∪ ψ).

Hence φ ∪ g + (−1)|α|f ∪ ψ satisfies the requirements for β(f ∪ g).

The Bockstein homomorphism is just one example of a cohomology operation.

14. Steenrod operations

Let p be a prime.
So far we had the Bockstein homomorphism

β : Hn(X;Z/pZ)→ Hn+1(X;Z/pZ)

and of course we have the pth power map

Hn(X;Z/pZ) ∋ x 7→ xp ∈ Hpn(X;Z/pZ)

which is a homomorphism because we work mod p.
It turns out that there are further operations on cohomology that are natural in the space X:

Theorem 14.1. For p = 2 there are operations

Sqi : Hn(X;Z/2Z)→ Hn+i(X;Z/2Z).

These maps are homomorphisms and are natural in X. In addition they satisfy

(a) Sq0 = id,
(b) Sqi(x) = x2 for i = |x|,
(c) for i > |x|, Sqix = 0,

(d) Sqk(x ∪ y) =
∑k
i=0 Sq

i(x) ∪ Sqk−i(y).

The third property says that the operations are ’unstable’: On a fixed x, only the operations Sq0, . . . , Sq|x|

have the chance of being non-trivial. The fourth relation is the Cartan formula. The operation Sq1 is the
mod-2 Bockstein homomorphism.

The Sqis are called the Steenrod squares.
Norman Earl Steenrod (1910–1971)
There are further relations. For 0 < i < 2j the Adém relation holds.

(14.1) SqiSqj =

[i/2]∑
ℓ=0

(
j − 1− ℓ
i− 2ℓ

)
Sqi+j−ℓSqℓ.

José Adém (1921–1991)

Remark 14.2.
• There are analogous operations at odd primes: For any odd prime p there are operations

Pi : Hn(X;Z/pZ)→ Hn+2i(p−1)(X;Z/pZ).

These maps are homomorphisms and are natural in X.
In addition they satisfy

(a) P0 = id,
(b) Pi(x) = xp for 2i = |x|,
(c) for 2i > |x|, Pix = 0,
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(d)

Pk(x ∪ y) =
k∑
i=0

Pi(x) ∪ Pk−i(y).

There are Adém relations for odd primes as well. They are more complicated and involve
relations with the mod-p Bockstein:

PiPj =
∑
k

(−1)i+k
(
(p− 1)(j − k)− 1

i− pk

)
Pi+j−kPk, i < pj, and

PiβPj =
∑
k

(−1)i+k
(
(p− 1)(j − k)

i− pk

)
βPi+j−kPk

−
∑
k

(−1)i+k
(
(p− 1)(j − k)− 1

i− pk − 1

)
Pi+j−kβPk, i ⩽ pj.

• One can construct the Sqi’s (and the Pk’s) via acyclic models. There are alternative constructions.
For instance you can find a geometric one and a proof of their properties in Hatcher’s book [H,
pp. 501–517].

We will first define a sequence of ∪i-products with ∪0 = ∪. These exist because the cup product is
homotopy commutative on chain level but not strictly commutative.

Construction: Consider a diagonal approximation on singular chains, i.e.,

∆0 : S∗(X)→ S∗(X)⊗ S∗(X).

The twist map τ : S∗(X)⊗S∗(X)→ S∗(X)⊗S∗(X) sending a⊗ b to (−1)|a||b|b⊗a for homogenous a, b gives
rise to another diagonal approximation τ ◦∆0. But any two of these are chain homotopic so there is a map
of degree one

∆1 : S∗(X)→ (S∗(X)⊗ S∗(X))∗+1

with

∂ ◦∆1 +∆1 ◦ ∂ = τ ◦∆0 −∆0 = (τ − id) ◦∆0.

As (τ + id)(τ − id) = τ2 − id = 0, we get

∂(τ + id)∆1 + (τ + id)∆1∂

=∂τ∆1 + ∂∆1 + τ∆1∂ +∆1∂

=∂τ∆1 + τ∆0 −∆0 + τ∆1∂

=∂τ∆1 − ∂τ∆1 = 0

because τ∆1∂ = τ(τ∆0 −∆0 − ∂∆1) = ∆0 − τ∆0 − τ∂∆1 and τ is a chain map.
Therefore the composition (τ + id)∆1 is a chain map of degree one. As the zero map is another such

map and as both maps agree on S0(X), the method of acyclic models shows that there is a chain homotopy
between (τ + id)∆1 and zero, i.e.,

∆2 : S∗(X)→ (S∗(X)⊗ S∗(X))∗+2, ∂∆2 −∆2∂ = (τ + id)∆1.

Now you can iterate the process: (τ − id)∆2 is a chain map of degree 2, and this leads to higher chain
homotopies

∆n : S∗(X)→ (S∗(X)⊗ S∗(X))∗+n, n ⩾ 1,

with

∂∆n+1 + (−1)n∆n+1∂ = (τ + (−1)n+1id)∆n.
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Definition 14.3. 1) Let R be a commutative unital ring, then

hn : S
∗(X;R)⊗ S∗(X;R)→ S∗(X;R)

is defined as

S∗(X;R)⊗ S∗(X;R)

hn **

κ′
// Hom(S∗(X)⊗ S∗(X), R)

∆∗
n

��

Hom(S∗(X), R

with κ′(α⊗ β)(a⊗ b) = (−1)|β||a|α(a) · β(b).
2) The cup-i-product of two cochains α ∈ Sp(X;R), β ∈ Sq(X;R) is defined as

α ∪i β := hi(α⊗ β).

As ∆n raises degree by n, hn lowers degree by n. In particular, |α ∪n β| = |α|+ |β| − n.

Theorem 14.4. For odd q − n or for rings with 2R = 0 the map α 7→ α ∪n α induces a natural
homomorphism

Sqn : H
q(X;R)→ H2q−n(X;R), [α] 7→ Sqn[α] = [hn(α⊗ α)].

We obtain the Steenrod operations via a shift in degree:

Definition 14.5. For odd j or for rings R with 2R = 0 we define

Sqj : Hq(X;R)→ Hq+j(X;R)

as Sqj = Sqq−j .

Proof of Theorem 14.4. [B, pp. 414-415]) One has to show that cocycles go to cocycles and that
coboundary terms are mapped to coboundaries. To that end one shows

hn+1(δα⊗ δα) = (−1)n+1δhn+1(α⊗ δα)− δhn(α⊗ α).

Thus if δα = 0, then δhn(α⊗ α) = 0.
The map hn is additive up to coboundary terms:

hn((α+ β)⊗ (α+ β)) = hn(α⊗ α) + hn(β ⊗ β) + hn+1δ(α⊗ β) + (−1)nδhn+1(α⊗ β).

Plugging in β = δγ then shows that hn((α+ δγ)⊗ (α+ δγ)) is cohomologous to hn(α⊗ α). □

Note that for α ∈ Hq(X;R) we get Sqq(α) = Sq0(α) = h0(α⊗α) = α∪α. With the usual argument we
obtain that any two families ∆n are homotopic, so on H∗ the operations Sqi do not depend on the choices
for ∆n.

The Sqi commute with the suspension isomorphism, σ, on cohomology.

Proposition 14.6. For all n and i the diagram

H̃n(X;Z/2Z) σ //

Sqi

��

Hn+1(ΣX;Z/2Z)

Sqi

��

H̃n+i(X;Z/2Z) σ // Hn+i+1(ΣX;Z/2Z)

commutes.

Proof. The suspension isomorphism arises from the composition

H̃n(X;Z/2Z) ∂ //Hn+1(CX,X;Z/2Z) ∼= Hn+1(ΣX;Z/2Z) .

The operations Sqi commute with ∂ [B, Proposition 15.2] and the naturality of the Sqi then proves the
claim. □
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14.1. Non-triviality of the stable Hopf maps. We know by Corollary 11.8 that the Hopf map
η : S3 → S2 = CP 1 is not null-homotopic. Using Steenrod operations we also get:

Proposition 14.7. For all n ⩾ 0, Σnη is not null-homotopic.

Proof. We know that CP 2 is the mapping cone of η

CP 2 = S2 ∪η D4

and therefore we get

ΣnCP 2 = Σn(S2 ∪η D4) ∼= S2+n ∪Σnη Dn+4.

Assume Ση ∼ ∗. Then ΣCP 2 ≃ S3∨S5. Consider the projection map π : S3∨S5 → S3 and the corresponding
diagram in cohomology:

H3(S3;Z/2Z)

π∗

��

Sq2
// H5(S3;Z/2Z)

π∗

��

H3(S3 ∨ S5;Z/2Z)
Sq2
// H5(S3 ∨ S5;Z/2Z)

H3(ΣCP 2;Z/2Z) H5(ΣCP 2;Z/2Z)

Hence the operation Sq2 is trivial on H3(ΣCP 2;Z/2Z) because H∗(S3 ∨ S5;Z/2Z) ∼= H∗(S3;Z/2Z) ⊕
H∗(S5;Z/2Z). On the other hand, if α ∈ H2(CP 2;Z/2Z) then Sq2(σ(α)) = σSq2(α) = σ(α2) ̸= 0.

The argument also works for higher suspensions of η. □

As a consequence, [Σnη] is a non-trivial element in πn+3(Sn+2) for all n ⩾ 0 and hence this group is not
trivial. In fact:

πn+1Sn ∼= Z/2Z, n ⩾ 3

is generated by suspensions of η.
We can also consider the other Hopf maps: For quaterionic projective spaces there are defining fiber

bundles

S3 → S4n+3 → HPn

so in particular for n = 1 we get

S3 → S7 → HP 1 ∼= S4

and the bundle map is usually called ν : S7 → S4.
For the Cayley numbers there are no higher-dimensional generalizations, but there is a fiber bundle

σ : S15 → S8 with fiber S7. One can show in a similar manner that these elements and their suspensions give
rise to non-trivial elements in the corresponding homotopy groups.

Definition 14.8. The kth stable homotopy group of the sphere is

πsk = colimn πn+k(Sn).

This limit actually stabilizes at a finite stage:

πsk
∼= πn+k(Sn) for n > k + 1.

Corollary 14.9. The stable homotopy groups of the sphere πs1, π
s
3 and πs7 are non-trivial.

The values of these groups are

πs1
∼= Z/2Z, πs3

∼= Z/24Z, πs7
∼= Z/240Z.

The first stable homotopy groups are

i 0 1 2 3 4 5 6 7 8 9 10 11 12 13

πsi Z Z/2Z Z/2Z Z/24Z 0 0 Z/2Z Z/240Z (Z/2Z)2 (Z/2Z)3 Z/6Z Z/504Z 0 Z/3Z
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If you are wondering about the group orders that show up, then a fun fact is that πs4m−1 is a cyclic group

whose order is given by the absolute value of the denominator of B2m

4m where B2m denotes the 2mth Bernoulli

number. Therefore B2

4 = 1
24 gives the Z/24Z = πs3,

B4

8 = −1
30·8 determines πs7 and the Z/540Z comes from B6

12
[A66, Theorem 1.5].

A famous result by Nishida [N] is that all elements in πsi for positive i are nilpotent. Results of Serre
[S] imply that the groups πsi are finite abelian for positive i.

With the help of Steenrod operations one can also show that the squares η2, ν2 and σ2 are not nullho-
motopic. Here you have to use suitable suspensions to compose the maps. I will prove this in the case of
the first Hopf map.

Proposition 14.10. The composite Sn+2 Σn−1η
//Sn+1 Σn−2η

//Sn is not nullhomotopic for all
n ⩾ 2.

Proof. Consider the mapping cone, C1 = C(Sn+2) ∪Σn−1η Sn+1, of Σn−1η. This space is homotopy
equivalent to Σn−1CP 2 and therefore we know that Sq1 is trivial on Hn+1(C1;Z/2Z) but Sq2 is an isomor-
phism.

Let φ : Sn+2 → C1 be the attaching map for the (n+ 3)-cell in

C1 = Sn+1 ∪Σn−1η Dn+3.

Assume that the composition Σn−2η ◦Σn−1η is nullhomotopic. Then any nullhomotopy yields an exten-
sion

h : CSn+2 ∼= Dn+3 → Sn :

CSn+2 ∼= Dn+3

h

##

Sn+2

i

OO

Σn−2η◦Σn−1η
//

∗

88 Sn

and we can use this map to get a well-defined map

k : C1 → Sn

by using the following pushout diagram

Sn+2

i
��

Σn−1η
// Sn+1

�� Σn+1η

��

CSn+2

h
11

// C1

k

""

Sn

We denote the mapping cone of k by C2, hence

C2
∼= Sn ∪k C(C1) = Sn ∪k C(Sn+1 ∪Σn−1η Dn+3) ∼= Sn ∪k Dn+2 ∪CΣn−1η Dn+4.

The subcomplex Sn ∪k Dn+2 can be identified with the cone of Σn−2η whereas C2/Sn ≃ ΣC1.
Therefore Sq2 is an isomorphism

Sq2 : Hn(C2;Z/2Z)→ Hn+2(C2;Z/2Z)
because for these degrees the cohomology groups are isomorphic to the ones of the cone of Σn−2η. In
addition, the cohomology of C2/Sn ≃ ΣC1 agrees with the one of C2 in degrees larger than n because of the
cell structure of these spaces. Therefore

Sq2 : Hn+2(C2;Z/2Z)→ Hn+4(C2;Z/2Z)
is an isomorphism as well.
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This is a contradiction because the Adém relation Sq2Sq2 = Sq3Sq1 decomposes this alleged isomor-
phism into a composition with Sq1 and this is the zero map on Hn(C2;Z/2Z) ∼= Hn(C1;Z/2Z). □

The proof can be generalized to the squares of the other two Hopf maps, but there one needs the more
complicated Adém relations for Sq4Sq4 and Sq8Sq8. You should work out what they are.

Corollary 14.11. The stable homotopy groups of the sphere πs2, π
s
6 and πs14 are not trivial.

In fact, πs2
∼= Z/2Z ∼= πs6 and πs14

∼= Z/2Z× Z/2Z.

14.2. Steenrod operations on the cohomology of RP∞. We know thatH∗(RP∞;Z/2Z) ∼= Z/2Z[[α]]
with |α| = 1. In general, we get:

Lemma 14.12. If α ∈ H1(X;Z/2Z), then

Sqi(αk) =

(
k

i

)
αk+i.

Proof. Due to the unstability condition there are only non-trivial Sq0(α) = α and Sq1(α) = α2. The
Cartan formula then proves the claim. □

Remark 14.13. The formal expression

Sq =

∞∑
i=0

Sqi

is called the total Steenrod operation. Evaluated on an element in some cohomology group, this sum is finite
thanks to the unstability constraint. The total Steenrod operation helps to organize certain calculations, for
instance the Cartan relation can we rewritten as

Sq(α ∪ β) = Sq(α) ∪ Sq(β)
and this in turn gives an alternative proof of the lemma above, because for an α ∈ H1(X;Z/2Z) we have

Sq(α) = α+ α2

and with Sq(αk) = Sq(α)k we obtain

Sq(αk) = (α+ α2)k =

k∑
i=0

(
k

i

)
αk−iα2i =

k∑
i=0

(
k

i

)
αk+i.

Comparing the coefficients then proves the claim.

This yields a complete description of the action of the Steenrod operations on H∗(RP∞;Z/2Z). We
therefore have to understand how binomial coefficients behave modulo 2.

Lemma 14.14. Let k =
∑
j kj2

j and i =
∑
j ij2

j be the 2-adic expansions of k and i. Then(
k

i

)
≡
∏
j

(
kj
ij

)
mod 2.

Proof. We consider Z/2Z[X] and get

(1 +X)k =(1 +X)
∑

k kj2
j

=
∏
j

(1 +X)kj2
j

≡
∏
j

(1 +X2j )kj

=
∏
j

(
∑
ℓ

(
kj
ℓ

)
Xℓ2j ).

Comparing the coefficients at Xi gives the result. □

Example 14.15. Note that we immediately get that
(
2n−1
m

)
≡ 1 mod 2.
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A similar formula holds for odd primes using the p-adic expansion of k and i. Note that we only used
that the pth power map is a homomorphism mod p.

Corollary 14.16. For α ∈ H1(RP∞;Z/2Z) the Steenrod action on elements of the form α2k is

Sqi(α2k) =


α2k , i = 0,

α2k+1

, i = 2k,

0, otherwise.

90



These are not the only non-trivial cases:

α // α2 **
α3 // 44 55α4 ))

α5 // (( ((α6
44 66 66α7 // (( (( (( (( '' ''α8 77

. . .

9
1



15. Hopf invariants

We already considered mapping cones for maps between spheres when you constructed Moore spaces for
an abelian group A and a natural number n ⩾ 1 in an exercise. These are spaces whose reduced homology
groups are isomorphic to A in degree n and are trivial otherwise. They occur as mapping cones of self-maps
of Sn.

Assume that f : Sn → Sm is a continuous map and n > m. Then the cone of f , Cf , will gives us some
information about f . Note that the homotopy type of Cf only depends on the homotopy class of f . The
homology groups of Cf don’t tell us anything about f , because the homology of the cellular chain complex
gives

H∗(Cf ) ∼=

{
Z, ∗ = 0,m, n+ 1

0, otherwise.

Cohomology will turn out to be more helpful. Additively, you don’t see more information:

H∗(Cf ) ∼=

{
Z, ∗ = 0,m, n+ 1

0, otherwise.

but here, we have more structure at our disposal, if we consider the case n = 2m− 1:

Definition 15.1. Let f : S2m−1 → Sm for m > 1 and assume that α ∈ Hm(Cf ), β ∈ H2m(Cf ) are
generators. The integer h(f) with α2 = h(f)β is called the Hopf-invariant of f .

As it is defined above, h(f) is only well-defined up to sign, because it depends on the choice of β. If
you view f as the attaching map of the 2m-cell, then you get a map of pairs (D2m,S2m−1)→ (Cf ,Sm), so if
you fix the standard generator ν2m ∈ H2m(S2m) ∼= H2m(D2m,S2m−1), this gives a preferred choice and that
fixes the sign.

Example 15.2. If m is odd, then of course α2 = −α2 = 0 and hence h(f) = 0, no matter how interesting
the map f is.

Example 15.3. If f ≃ ∗, then H∗(Cf ) ∼= H∗(Sm ∨ S2m) and α2 = 0 and therefore h(f) = 0.

Example 15.4. We already saw that the first two Hopf maps have Hopf invariant ±1 and if we fix the
standard generators, then h(η) = h(ν) = 1. For σ : S15 → S8 the mapping cones is the projective plane over
the octonians or Cayley numbers, OP 2, and H∗(OP 2) ∼= Z[α]/α3, and also here, the Hopf invariant is one.
A famous result by Frank Adams [A60] says that these are the only maps with Hopf invariant one.

John Frank Adams (1930–1989)

Steenrod squares can be used to get results on Hopf invariants.

Lemma 15.5. If i is not a power of 2, then Sqi is decomposable, i.e., it can be written as a sum of
compositions of Steenrod squares of smaller degree than i.

Proof. Separating the index 0 in the sum, we rewrite the Adém relations from (14.1) as(
b− 1

a

)
Sqa+b = SqaSqb +

[a/2]∑
k=1

(
b− 1− k
a− 2k

)
Sqa+b−kSqk.

Here, 0 < a < 2b. Hence if
(
b−1
a

)
is a unit mod 2, then Sqa+b is decomposable. If i is not a power of 2, then

we can write it as i = a+b where b is a power of 2, say b = 2j and 0 < a < 2j . Then b−1 = 1+2+ . . .+2j−1

and a ⩽ b− 1. Lemma 14.14 then implies that
(
b−1
a

)
is congruent to 1 mod 2. □

Sample relations are Sq3 = Sq1Sq2 or Sq6 = Sq2Sq4 + Sq5Sq1.
The smaller Steenrod squares end up in intermediate cohomology groups and hence we obtain the

following consequence:

Corollary 15.6. If X is any space, i is not a power of 2 and the cohomology of X has a gap in the
sense that Hk(X;Z/2Z) = 0 for all n < k < n+ i, then Sqi : Hn(X;Z/2Z)→ Hn+1(X;Z/2Z) is trivial.
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Corollary 15.7. For any α ∈ Hn(X;Z/2Z) with α2 ̸= 0, there is an i with 0 < 2i ⩽ n with Sq2
i

(α) ̸= 0.

Proof. If n = 2i, then we are done. If n is not a power of 2, then Sqn is decomposable and we can
decompose the factors as long as all of them are powers of 2. As Sqn(α) = α2 is not trivial, at least one of
them has to be non-trivial. □

Corollary 15.8. Assume that H∗(X;Z/2Z) is a power series ring in α or a truncated polynomial
algebra in α, Z/2Z[α]/αm with m > 2. Then |α| is a power of 2.

With these intermediate results we obtain the following condition for odd Hopf invariants:

Proposition 15.9. Let f : S2m−1 → Sm be a map with odd Hopf invariant. Then m is a power of 2.

Proof. Let ϱ : H∗(Cf ;Z) → H∗(Cf ;Z/2Z) be the map that is induced by the reduction mod 2.
As h(f) is odd, its reduction is 1 mod 2 and therefore ϱ(α) ∈ Hm(Cf ;Z/2Z) squares to a generator
(ϱ(α))2 ∈ H2m(Cf ;Z/2Z). Hence the cohomology ring H2m(Cf ;Z/2Z) is Z/2Z[ϱ(α)]/ϱ(α)3. Thus we
know by Corollary 15.8 that m = |ϱ(α)| = |α| is a power of 2. □
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